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#### Abstract

We present a framework for on-board trajectory planning and guidance for a large class of autonomously guided parafoils. The problem is for the parafoil to reach a given location at a specified altitude with a specified final heading. Through appropriate change of the independent variable, the trajectory planning problem is converted from a three-dimensional free-final time problem to a two-dimensional fixed-final time problem. Using the well-known Dubins path synthesis and known parafoil performance parameters a concept of altitude margin is developed as a quantitative measure of the available maneuvering energy for use in trajectory planning. A hybrid strategy using two methods to generate kinematically feasible fixed-time trajectories is presented, each targeting different range of initial values of the altitude margin. The trajectory can be re-planned on-board in every guidance cycle, making the guidance effectively closed loop, or replanned whenever the deviation of the actual condition from the reference trajectory exceeds a threshold. The proposed planning and guidance algorithm applies to a large class of parafoil canopies and payloads which encompasses wide variations in the lift-to-drag ratio, wing loading, and maximum turn rate. The guidance logic requires no tuning to accommodate variations in canopy performance. Monte Carlo simulations are conducted to evaluate the effectiveness of the algorithm with dispersions in canopy performance, loading, wind profile errors, navigation uncertainty, using lateral control only and with both longitudinal and lateral control.


## CHAPTER 1. INTRODUCTION

Autonomously guided parafoils offer a lightweight and efficient means for the delivery of cargo and supplies to specified ground coordinates. Conventional parachute systems use single or multiple clustered round canopies that descend vertically. Such systems are at the mercy of the wind as they have no ability to control horizontal motion. In contrast, parafoils and the broader class of gliding parachutes generate non-zero lift-to-drag (L/D) ratios and can achieve horizontal velocities that may exceed the vertical velocity. Most gliding parachutes also have some degree of turn control which when coupled with the glide capability gives the system the ability to compensate for wind and potentially steer toward a desired landing site. Such a parachute system coupled with an autonomous guidance and control system has far-reaching capability.

Both traditional and gliding parachute systems have many potential applications including military, scientific, and civil, with payloads ranging from a few pounds to many thousands of pounds. Military airdrop applications include the delivery of troops, supplies, and equipment to forward combat theaters and the resupply of troops in remote, inaccessible areas. Parachutes are also used to deliver munitions, sonar buoys, and electronic countermeasures and sensors. Scientific applications for parachute systems include the recovery of manned and unmanned spacecraft, recovery of sounding rockets or spacecraft booster components, recovery of high-altitude balloon payloads, and air-to-air retrieval of scientific payloads. Civil applications include airdrop of humanitarian aid, sport parachuting, and ejection seat stabilization and deceleration(1; 2). Examples of a traditional parachute and a parafoil are shown in Figures 1.1 and 1.2, respectively.


Figure 1.1 An example of a traditional non-gliding parachute. Photo courtesy of NASA Langley Research Center.

When a conventional parachute system is used, there are severe limitations placed on the size of the required landing zone, the altitudes from which the system can be deployed, and the region of acceptable release and/or deployment of the canopy, all due to uncertainty in the wind profile. To achieve acceptable landing accuracy in the presence of wind the system must be deployed from low altitudes (a few hundred to a few thousand feet) and from nearly overhead of the target. As the altitude of deployment increases, the size of the required landing zone (LZ) increases because the landing accuracy decreases. This is not ideal for many military applications as a low altitude deployment places the release aircraft and personnel at risk to ground fire. Low altitude deployment near the target also discloses the location of the LZ to the enemy which places covert operations at risk. Parachutes for recovery of scientific payloads from sounding rockets, balloons, or


Figure 1.2 An example of a parafoil in flight. This photo is of the NASA SpaceWedge system, a precursor to the X-38 program. Photo courtesy of NASA Dryden Flight Research Center.
spacecraft deploy at high altitude by necessity, making the potential landing dispersion quite large.

Steerable gliding parachutes offer many advantages over conventional parachute systems. The forward velocity allows the system to penetrate the wind field and minimize or eliminate the drift due to wind. This allows the system to be deployed from much higher altitudes and also significantly reduces the size of the required LZ. Furthermore, the gliding capability allows the system to be deployed at potentially large horizontal offsets from the target. This offers tactical and strategic advantage for military applications and logistic advantage for civil and scientific applications.

The parafoil, or ram-air parachute is a special class of gliding parachutes that when inflated resembles a low-aspect ratio wing. The parafoil is based on a kite design that
was discovered by D. Jalbert in the early 1960's. The University of Notre Dame refined the original Jalbert kite and coined the term parafoil which is a combination of parachute and airfoil (1). Parafoils can be steered and can achieve lift-to-drag ratios from 1 to 5 , giving considerable glide performance. The use of autonomously guided parafoils for the precise placement of payloads was first considered in the 1960's. SSE Incorporated and ParaFlite developed the ParaPoint system which used a radio beacon located at the desired target to home in on the desired impact point (3). In the 1970's the U.S. Army Natick Research and Development Center began the development of technologies for autonomously guided parafoils (4). Systems in this era were primarily limited by the lack of navigation data and the non-availability of an on-board computer which prohibited implementation of an algorithm-based guidance scheme.

In the 1990's the Global Positioning System (GPS) was opened to the public and small embedded computer systems were increasingly available. In 1991 SSE Incorporated began development of the ORION Aiborne Delivery System which demonstrated the capability of flying parafoils from $288 \mathrm{ft}^{2}$ to $7360 \mathrm{ft}^{2}$ and payloads of 200 lb to 28,000 lb. The development program ended in 1995 and the production ORION system had a reported accuracy of $100 \mathrm{~m}(3)$. In 1994 the National Aeronautics and Space Administration (NASA) began a program to determine the feasibility of using a parafoil for the autonomous recovery of spacecraft during the final stages of reentry. The program began as the Spacecraft Autoland Project using the SpaceWedge vehicle and a sub-scale parafoil. The program eventually grew into the full-scale X-38 Crew Recovery Vehicle program (5). Concurrent to the NASA programs, the U.S. Army initiated the Guided Parafoil Airborne Delivery System (GPADS) program to demonstrate the applicability of a high glide recovery system for the stabilization, deceleration, and precision landing of a wide variety of military payloads (6). Recent advances in canopy performance, embedded computer systems, and guidance algorithms have led to a number of new autonomous airdrop systems in use today (7) .

### 1.1 Typical Mission Profile

We will discuss the typical mission profile for an autonomous parafoil system deployed by an aircraft. Prior to being released from the aircraft, known information about the wind profile and system performance is used to calculate the optimal release point or an acceptable launch window. Upon leaving the aircraft a small high-speed drogue chute is often deployed to stabilize the initial descent. After a specified time interval or upon reaching a specified altitude the main parafoil canopy is deployed. Large canopies may be deployed in stages to ensure proper inflation. After canopy deployment is complete, the GNC software and hardware become active. The software may trim the canopy to eliminate turn bias due to canopy or rigging asymmetries. At this point the guidance and control software will take over and fly the system to the target.

### 1.2 The Parafoil Guidance Problem

The parafoil guidance problem is to generate a trajectory from a given initial configuration (position and heading) $\left(x_{0}, y_{0}, \psi_{0}\right)$ at some altitude $h_{0}$ to a given a terminal position $\left(x_{f}, y_{f}\right)$ or configuration $\left(x_{f}, y_{f}, \psi_{f}\right)$ at some specified final altitude $h_{f}$. There are many challenges facing any guidance algorithm for autonomous parafoils. Unlike powered vehicles, parafoils generally have no ability to ascend. This means that only one attempt can be made at landing. Most parafoil systems use yaw rate or yaw acceleration as the primary means of control and thus have little or no ability to reduce the along-track trajectory tracking error. Furthermore, the turn response and glide performance can vary greatly depending on canopy size and loading, which may change from mission to mission. Another significant complication is that the wind profile has a profound impact on the motion of the system and is often not known in advance or may only be known approximately. The wind velocity at certain altitudes may exceed the vehicle airspeed, meaning that during certain portions of the flight the system may
not be able to make forward progress with respect to the ground. A good guidance algorithm must be robust to all of these adverse conditions. For a given canopy and loading, this is best accomplished by preserving maneuvering energy as long as possible in the trajectory.

There are many applications where it is desired to minimize the impact force upon landing. This requirement conflicts with the requirement to minimize the landing dispersion resulting from uncertainty in the wind profile. Overcoming wind uncertainty is best accomplished with a higher canopy loading which increases the system airspeed. The side effect is that both the horizontal and vertical airspeed are larger, increasing the impact force. Some systems such as the Onyx by Atair Aerospace(8) or the Screamer by Strong Enterprises(7) overcome this problem by using a smaller, higher loaded parafoil canopy to track to the target and dissipate excess altitude and then release a secondary non-gliding parachute over the target to achieve a soft landing. However, in certain missions the size of the parafoil or the extra weight of the secondary chute may not allow for this approach. In such instances, the alternative is to use a lower canopy loading and land with the vehicle airspeed vector pointed into the wind.

### 1.3 Previous Work in Parafoil Guidance and Nonholonomic Trajectory Planning

Several algorithms for parafoil guidance, navigation, and control (GNC) are found in the literature. The algorithms generate trajectories that typically fall into one of three categories. Waypoint based algorithms $(9 ; 10)$ generate a sequence of waypoints to manage excess altitude and have various criteria for exiting the energy management phase and tracking to the target. Maneuver based algorithms(8) generate a reference glideslope to the target, usually biased from the true system glide-slope to allow for wind uncertainty, and perform a sequence of maneuvers to maintain the reference glide-slope.

Path based algorithms $(11 ; 12 ; 13)$ generate a continuous reference trajectory connecting the system position and orientation to the target, and the trajectory is usually parameterized by time or altitude. Other algorithms $(14 ; 15)$ may use a hybrid combination of these methods, typically one for energy management and one for final tracking to the target. Most algorithms conduct planning in the plane and remove the influence of the wind by working in a wind-fixed coordinate frame. Some algorithms can handle additional constraints placed on the trajectory including the addition of specific geographic waypoints, obstacle or geographic area avoidance, and final heading constraints.

Parafoil dynamics are non-holonomic as instantaneous motion is constrained to be tangent to the velocity vector. There is a significant body of related research on nonholonomic path planning in the robotics community. The original work by Dubins(16) and subsequent work by Boissonnat, et al.(17) discuss minimum-time paths connecting two configurations for car-like vehicles with constant forward velocity and maximum turn rate constraints. This type of vehicle is commonly referred to as the the Dubins car, and the minimum-time paths are referred to as Dubins paths or Dubins curves. McGee, et al.(18) apply the Dubins path approach to find trajectories for unmanned aerial vehicles operating in a constant wind field. McNeely, et al.(19) generalize the result of McGee to include multiple waypoints in the trajectory. Larson, et al.(20) uses a Dubins path synthesis and dynamic programming to generate trajectories for UAVs to reach the final configuration at a specified time. A three-dimensional extension to Dubins' work is given by Sussmann(21). Liang, et al.(22) generate curvature bounded trajectories for Dubins car-like robots using cubic spirals. Moll(23) describes a method for finding minimal energy paths of constant length. Lu, et al.(24) use an optimal control synthesis to generate minimum-control (turn rate) trajectories for both free and fixed final heading cases in a free final time.

### 1.4 Limitations of Current Parafoil GNC Algorithms

The algorithms that generate trajectories with a fixed final heading are typically tailored to a specific parafoil canopy and payload, and would require modification to be applied to a different class of canopy and payload. For example, the algorithms in Refs. (11), (12), and (13) assume that the glide path angle and airspeed are constant during both straight-line and turning portions of the reference trajectory. This assumption works well for very large canopies which see little variation in airspeed and glide path angle even at the maximum turning rate. Smaller canopies, however, can see significant variation in both quantities and neglecting these variations in trajectory planning overestimates the glide performance of the system. As a second example, the algorithm in Ref. (9) generates a waypoint-based trajectory. The spacing of the waypoints and the tolerances for determining when a waypoint is considered reached need to be adjusted based on the minimum turn radius of the system which is dependent on the canopy and loading. The resulting trajectory also contains a series of possibly alternating turns of large magnitude that may not be suitable for larger canopies with limited maximum turn rates. In general, the available GNC algorithms are best applied to a restricted class of parafoils with a limited range of canopy performance. What is generally lacking is a unified guidance approach that performs well for a large class of parafoils and is easily adaptable to gross variations in the lift-to-drag ratio (L/D), wing loading (W/S), and maximum turn rate/acceleration.

### 1.5 Research Objectives and Dissertation Overview

In this dissertation we consider the parafoil trajectory planning problem with the final configuration fixed. The primary objective of this work is to devise a guidance algorithm that can easily be applied to a large class of parafoil canopies and payloads with minimal or no tuning to accommodate variations in canopy performance or loading.

The dissertation is organized into nine chapters with four supporting appendices. Chapter 1 introduces the parafoil guidance problem and reviews past work in the area. Chapter 2 introduces the parafoil in greater detail, focusing on the primary characteristics that affect parafoil motion. In Chapter 3 a reduced order parafoil model is developed for trajectory planning. Using this reduced order model, and a novel change of the independent variable, the trajectory planning problem is reduced from a three dimensional free-final time problem to a two-dimensional fixed-final time problem. In Chapter 4 we present an optimal control synthesis to solve the resulting boundary value problem. Using the well-known Dubins path result for minimum time trajectories we are able to define a parameter, the altitude margin, that is used by the guidance algorithm to determine if the specified final configuration is reachable and give a qualitative measure of the difficulty in reaching it. A necessary condition for the existence of a fixed time path is also derived. We present two methods for calculating fixed-time trajectories, one targeting the cases of very low or very high altitude margin, and the other for the rest of the cases. In Chapter 5 we present filter designs for measuring the local wind field from on-board the parafoil system. In Chapter 6 we present the guidance strategy used to determine which of the two trajectory types to generate. The guidance logic is parameterized directly on the parafoil canopy performance. In this way the guidance logic can be easily applied to a large class of parafoil canopies and payloads. In Chapter 7 we present a simple base-line trajectory tracking controller. In Chapter 8 we present the results from Monte Carlo simulations to predict the expected landing accuracy and determine the sensitivity of the proposed guidance algorithm to a number of potential disturbances. Monte Carlo simulations are performed using only lateral control and using both lateral and longitudinal glide-slope control. The results indicate that a significant improvement in landing accuracy can be obtained when longitudinal control is available. Chapter 9 gives some concluding remarks and proposes future work. Appendix A lists the equations for implementing a linear Kalman filter. Appendix B presents the stan-
dard process models used for tracking applications. Appendix C presents an unbiased polar-to-Cartesian conversion for transformation of noisy measurements. Appendix $D$ presents the Unscented (Sigma-Point) Transformation which provides a means for approximating the mean and covariance of a random variable that undergoes a nonlinear transformation.

# CHAPTER 2. PARAFOIL PERFORMANCE AND AERODYNAMICS 

In this chapter we introduce the parafoil and key elements that affect the motion and behavior of the parafoil/payload system. We begin by discussing the parafoil canopy itself and methods for affecting trajectory control. Next we discuss three fundamental parameters that determine canopy performance. We continue with a discussion on the affects of so-called apparent mass and the effects of scale on canopy behavior. The chapter concludes with a discussion on canopy aerodynamics and static longitudinal stability which leads to conclusions on the effect of both rigging angle and symmetric flap deflection on longitudinal control.

### 2.1 Introduction to the Parafoil

Once inflated the parafoil resembles a low-aspect ratio wing. The canopy is made entirely of fabric with airfoil shaped ribs sewn chord-wise between the upper and lower surfaces, giving the canopy an airfoil cross section. The leading edge edge of the canopy is open over the stagnation region so that stagnation pressure maintains the inflated form. The planform is typically rectangular, but newer high-performance canopies have an elliptical planform. Suspension lines are attached to the ribs at multiple points both span-wise and chord-wise. The suspension lines distribute the weight of the payload on the canopy and maintain the chord-wise profile of the canopy's lower surface. In the span-wise direction, lines are typically rigged with a constant length leading to an
arc-anhedral, as shown in Figure 2.1. The anhedral is essential to provide directional stability(25).


Figure 2.1 Front view of the X-38 Crew Return Vehicle suspended under its $7500 \mathrm{ft}^{2}$ parafoil. This photo highlights the arc-anhedral common to parafoil rigging. Photo courtesy of NASA Dryden Flight Research Center.

Parafoils generally have two control degrees of freedom. Lateral (directional) control can be achieved by two different means. The first method is referred to as canopy tilt and is achieved by deflecting the outer edge of the the canopy on the side inboard of the desired turn. Physically this is accomplished by shortening the suspension lines attached to the edge of the canopy. The result is a decrease in lift on the deflected side which effectively tilts or rolls the canopy and the lift force into the turn $(26 ; 27)$. The second method of lateral control is achieved by an asymmetric deflection of portions of the trailing edge of the canopy. The deflected portions of the canopy are referred to as flaps or brakes and typically include the outer quarter of the trailing edge. A photo showing a parafoil with a symmetric flap deflection is given in Figure 2.2. The effect
of an asymmetric flap deflection depends on the magnitude of the deflection and the rigging of the canopy. In general the flap deflection generates only a small increase in lift and a large increase in drag on the deflected side, inducing a yaw moment rather than a roll moment as occurs on a conventional aircraft. The drag differential creates a sideslip angle which creates a side-force which rolls the canopy into the turn. The yaw moment from the flap deflection is eventually balanced out by the adverse yaw moment due to yaw rate, resulting in a steady-state turn. Depending on the canopy and rigging, analytical and experimental results in (28) and (29) show that small flap deflections can lead to control reversal, i.e. turn rates in the opposite direction of the desired turn. This problem can be overcome by flying with a sufficient non-zero symmetric flap deflection, however this may cause a small decrease in glide performance. Asymmetric flap deflection is by far the most common method of turn control used in practice.

Longitudinal control can also be achieved by two different means. The first is by changing the canopy rigging angle $\varphi$ which is defined in Figure 2.3. This alters the trim angle of attack which effects both the lift-to-drag ratio (thus glide path angle) and the glide airspeed. Changing the rigging angle in flight requires lengthening or shortening the suspension lines along the leading and trailing edges of the canopy. This is a nontrivial feat and is most easily accomplished only on smaller canopies. Rigging angle modulation was demonstrated in flight for a small-scale parafoil system in Ref. (15). Great care must be used in implementing such a scheme as incorrect rigging can lead to stall onset, leading edge collapse, unintentional re-trimming at multiple angles of attack, and loss of lateral stability(30). The second means of longitudinal control is achieved by a symmetric deflection of the flaps. Small symmetric deflections typically increase both lift and drag proportionately so that L/D changes very little, essentially resulting in a change in glide airspeed but no change in glide path angle. Larger symmetric flap deflections often do effect $\mathrm{L} / \mathrm{D}$ and thus glide path angle, but the magnitude of the effect is dependent on the canopy and rigging $(31 ; 30 ; 32)$. This will be discussed in more detail in Section 2.4.


Figure 2.2 Side view of the X-38 Crew Return Vehicle just prior to touchdown. A large symmetric flap deflection can clearly be seen. Photo courtesy of NASA Dryden Flight Research Center.

### 2.2 Fundamental Performance Parameters

Parafoil canopies range from less than a square meter to over a thousand square meters, and payloads may range from a few kilograms to over 20 metric tons. Even with gross variations in canopy and payload sizes, to a large degree the gliding performance and macro-scale motion behavior of the canopy/payload motion are well described by three key parameters: the lift to drag ratio (L/D), the wing loading (W/S), and the maximum turn rate $\left(\dot{\psi}_{\max }\right)$. We shall discuss the effects of each in turn.

Consider a parafoil in a straight-line equilibrium glide as shown in Figure 2.3. Here, $V$ is the glide velocity, $\gamma$ is the flight path angle (negative as shown), $L_{c}$ is the lift force generated by the canopy, and $D_{c}$ and $D_{p}$ are the drag forces acting on the canopy and
payload, respectively. Summing the forces in the horizontal and vertical directions, the equilibrium condition is given by

$$
\begin{align*}
0 & =-L_{c} \sin \gamma-\left(D_{c}+D_{p}\right) \cos \gamma  \tag{2.1}\\
\left(m_{c}+m_{p}\right) g & =L_{c} \cos \gamma-\left(D_{c}+D_{p}\right) \sin \gamma \tag{2.2}
\end{align*}
$$

where $m_{c}$ and $m_{p}$ are the canopy and payload mass, respectively, and $g$ is the acceleration due to gravity. The lift and drag forces can be written in non-dimensional form as

$$
\begin{align*}
L & =L_{c}=0.5 \rho V^{2} S C_{L}  \tag{2.3}\\
D & =\left(D_{c}+D_{p}\right)=0.5 \rho V^{2} S C_{D} \tag{2.4}
\end{align*}
$$

where $\rho$ is the density of the air, $S$ is the canopy reference area and the quantity $0.5 \rho V^{2}$ is the dynamic pressure. Using Eq. 2.1 we see that

$$
\begin{equation*}
\tan \gamma=-\frac{1}{L / D} \tag{2.5}
\end{equation*}
$$

which is the standard equation of efficiency in gliding flight. Eq. 2.5 implies that as the lift-to-drag ratio increases the flight path angle becomes shallower, allowing the system to glide farther for a given altitude loss. Eq. 2.5 also implies that the glide angle is independent of the wing loading and air density. Thus in the absence of wind a given canopy has the same glide range for a given change in altitude regardless of the payload weight.

If we square both Eq. 2.1 and Eq. 2.2, add the results, and simplify we can show

$$
\begin{equation*}
W=\left(L^{2}+D^{2}\right)^{0.5} \tag{2.6}
\end{equation*}
$$

where $W=\left(m_{c}+m_{p}\right) g$. This can also be written in coefficient form as

$$
\begin{equation*}
W=0.5 \rho V^{2} S\left(C_{L}^{2}+C_{D}^{2}\right)^{0.5} \tag{2.7}
\end{equation*}
$$



Figure 2.3 Forces and moments acting on a parafoil in a straight-line equilibrium glide.
where $C_{L}$ and $C_{D}$ are the lift and drag coefficients, respectively. We define the so-called tangent coefficient as

$$
\begin{equation*}
C_{T}=\left(C_{L}^{2}+C_{D}^{2}\right)^{0.5} \tag{2.8}
\end{equation*}
$$

so that Eq. 2.7 can be written as

$$
\begin{equation*}
W=0.5 \rho V^{2} S C_{T} \tag{2.9}
\end{equation*}
$$

The straight-line equilibrium glide velocity is then given by

$$
\begin{equation*}
V=\left(\frac{2}{\rho} \frac{W}{S} \frac{1}{C_{T}}\right)^{0.5} \tag{2.10}
\end{equation*}
$$

An equilibrium glide will maintain constant dynamic pressure, thus $C_{T}$ in Eq. 2.10 will remain constant. The value of $C_{T}$ is dependent on the canopy rigging and lift-todrag ratio and does not generally change from flight to flight. Eq. 2.10 indicates that the glide velocity is dependent on the air density (and thus altitude) and wing loading. As the altitude decreases the air density increases, decreasing the glide velocity. The velocity also increases with the square-root of wing loading.

The glide velocity can be broken into horizontal and vertical components as follows:

$$
\begin{align*}
V_{x y} & =V \cos \gamma  \tag{2.11}\\
V_{z} & =V \sin \gamma \tag{2.12}
\end{align*}
$$

where $V_{x y}$ is the horizontal component and $V_{z}$ is the vertical component. The horizontal component of the glide velocity determines the maximum wind velocity the system can penetrate and still make forward progress with respect to the ground. The vertical velocity, also called the sink rate, determines the the impact force upon landing. This implies that for a given wing loading, increasing L/D increases the ability to penetrate wind, decreases the landing impact velocity, and increases the duration of the flight from a given starting altitude. Furthermore, it can be seen for a given L/D that increasing the
wing loading also increases the ability to penetrate wind, increases the landing impact velocity, and decreases the duration of the flight from a given starting altitude.

The lift-to-drag ratio and wing loading play critical roles in determining the maximum glide distance in a non-zero wind field. In the presence of a constant horizontal wind field with velocity $V_{w}$, the horizontal velocity of the parafoil relative to the ground is $V_{x y}+V_{w}$. The glide angle with respect to the ground $\gamma_{w}$ is given by

$$
\begin{equation*}
\tan \gamma_{w}=\frac{V_{z}}{V_{x y}+V_{w}} \tag{2.13}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\cot \gamma_{w}=\frac{V_{x y}}{V_{z}}+\frac{V_{w}}{V_{z}} \tag{2.14}
\end{equation*}
$$

Using Eqs. (2.11) and (2.12) we can rewrite Eq. (2.14) as

$$
\begin{equation*}
\cot \gamma_{w}=-\frac{L}{D}+\frac{V_{w}}{V_{z}} \tag{2.15}
\end{equation*}
$$

Maximizing the glide distance equates to minimizing $\cot \gamma_{w}\left(\right.$ recall $\left.\gamma_{w}<0\right)$. We see that when flying with the wind $\left(V_{w}>0\right)$, maximizing glide distance requires a large lift-to-drag ratio and small descent rate $\left(V_{z}\right)$ which implies low wing loading. When flying into the wind $\left(V_{w}<0\right)$, maximizing the glide distance requires a large lift-to-drag ratio and a large descent rate which implies high wing loading.

For a given lift-to-drag ratio and wing loading, the maximum turn rate determines the minimum turn radius which is a direct measure of the maneuvering capability of the system. Furthermore, in Chapter 4 we will show that the minimum turn radius is critical in determining whether a given landing site is reachable from a given position and altitude.

In general the velocity of the system increases and the glide path angle steepens monotonically with the turn rate magnitude. This relationship will be discussed in more detail in the next chapter. For now we will denote the equilibrium velocity in a turn as
$V_{T}$ and the equilibrium glide path angle as $\gamma_{T}$. Then the horizontal and vertical velocity components in a turn can be written as

$$
\begin{align*}
V_{x y, T} & =V_{T} \cos \gamma_{T}  \tag{2.16}\\
V_{z, T} & =V_{T} \sin \gamma_{T} \tag{2.17}
\end{align*}
$$

From standard kinematics, the turn rate $\dot{\psi}$ is related to the horizontal velocity and the turn radius $r$ by the relation

$$
\begin{equation*}
\dot{\psi}=\frac{V_{x y, T}}{r} \tag{2.18}
\end{equation*}
$$

which implies that the minimum turning radius $r_{\text {min }}$ is given by

$$
\begin{equation*}
r_{\min }=\frac{V_{x y, T}}{\dot{\psi}_{\max }} \tag{2.19}
\end{equation*}
$$

The effects of $\mathrm{L} / \mathrm{D}$ and wind loading on $V_{x y, T}$ are the same as the effects on $V$ discussed above. Thus we see that increasing L/D and wing loading and decreasing $\dot{\psi}_{\max }$ increase the minimum turn radius.

The effects of the fundamental performance parameters on parafoil motion are summarized in Table 2.1.

### 2.3 Apparent Mass and Scale Effects

The parafoil canopy is a very light structure that is far removed from the center of mass of the parafoil/ payload system. As such, parafoil motion is strongly influenced by the so-called apparent mass effects of the surrounding air. Apparent mass effects arise from resistance of a fluid to changes in the motion of a body moving within the fluid. Since the fluid particles resist acceleration, accelerating the body requires additional forces over and above those that would be required to accelerate the body in a vacuum. The resulting motion of the body is as if it had a larger mass, where the apparent additional mass is due to the forces required to accelerate the fluid. The study of

| Parameter | Large/Increasing | Small/Decreasing |
| :--- | :--- | :--- |
| L/D | Shallower flight path angle | Steeper flight path angle |
|  | Larger glide distance | Smaller glide distance |
|  | Increasing horizontal veloc- <br> ity | Decreasing horizontal veloc- <br> ity |
|  | Decreasing descent rate <br> dius | Increasing descent rate |

Table 2.1 Summary of the effects of the fundamental performance parameters on parafoil motion.
apparent mass effects on parafoil motion was first discussed by Lissaman and Brown in (33) which also gives analytical expressions for approximating the apparent mass terms for a flat-rigged canopy. They show that for a typical canopy the apparent roll inertia is about five times that of the payload-canopy system itself. Lissaman and Brown also show that apparent mass grows with the cube of dimension, as compared to aerodynamic forces which grow with the square of dimension. This has strong implications on system scale. The origins of apparent mass forces are discussed at length in Ref. (34). Barrows gives expressions for calculating the apparent mass terms for a canopy rigged with arcanhedral in Ref. (35) by applying corrections to the apparent mass term expressions of Lissaman and Brown.

The preceding discussion indicates that apparent mass effects impact the transient response of the system to disturbances and control input. Analysis by Brown in Ref. (36) indicates that apparent mass forces also play a critical role in determining the steady-state response to turn-control input. Brown shows as canopy size increases the true bank angle becomes significantly less than the bank angle required for a coordinated turn, resulting in a skid. The flight path angle is also shallower than would be expected for a given turn rate. Brown explains this as follows. Turning flight is accelerated motion in an inertial frame and larger turn rates require larger accelerations of the surrounding fluid. Thus the apparent mass increases, causing a displacement between the true center of mass and the apparent center of mass, creating an anti-roll moment. As mentioned above, the apparent mass grows with the cube of dimension so larger canopies see a larger anti-roll moment and thus experience flatter turns. Brown also shows that the sensitivity of the canopy to control deflection is dependent on the canopy size, with small, highly loaded canopies tending to be extremely sensitive and almost twitchy, and large canopies having an overly sluggish response.

### 2.4 Parafoil Aerodynamics and Static Stability

The system lift-to-drag ratio is determined by the trim angle-of-attack which, in turn, is determined by the position of the payload and the rigging of the canopy. The trim angle-of-attack is defined as the angle-of-attack where the sum of the moments acting on the system is zero and will be stable when the slope of the moment curve is negative.

The lift, drag, and pitching moment coefficients about the quarter chord with respect to angle of attack and flap deflection are given in Ref. (37) for an example parafoil canopy. The data correspond to a canopy with an aspect ratio of 2.0 and line length-tospan ratio ( $\mathrm{R} / \mathrm{b}$ ) of 1.0. The lift, drag, and moment coefficients versus angle-of-attack are shown in Figures 2.4, 2.5, and 2.6, respectively. The lift-to-drag ratio versus angle-of-attack is shown in Figure 2.7.

We see from Figure 2.4 the initial stall at zero brakes occurs at approximately $\alpha=10$ degrees and is relatively gentle. As $\alpha$ continues to increase there is a second peak near $\alpha=25$ degrees. The lift coefficient decreases as $\alpha$ increases from 25 to 35 degrees and then remains roughly constant as $\alpha$ increases from 35 to 50 degrees. The effect of symmetric brake deflection is generally to shift the $C_{L}-\alpha$ curve up. We see for this canopy that increasing the symmetric brake deflection from half brakes to full brakes does not increase the maximum lift coefficient, but does reduce the stalling angle-of-attack.

Figure 2.5 shows that the drag polar strongly resembles the parabolic profile for traditional airfoils. We see minimum drag occurs at negative angle-of-attack and the effect of symmetric brake deflection is an upward shift of the $C_{D^{-}} \alpha$ curve. We see from Figure 2.6 the effect of symmetric brake deflection is a downward shift of the $C_{m_{c / 4}}-\alpha$ curve, increasing the strength of the pitching moment.

Figure 2.7 shows that maximum L/D is achieved at approximately $\alpha=8$ degrees and falls off rapidly as $\alpha$ increases further. We see that increasing symmetric brake deflection from zero to half brakes causes a small decrease in the maximum achievable $\mathrm{L} / \mathrm{D}$ and


Figure 2.4 Lift coefficient variation vs. angle of attack and symmetric flap deflection based on data from Ref. (37) for $R / b=1.0$ and an aspect ratio of 2.0.
has almost no effect on the angle of attack where maximum $\mathrm{L} / \mathrm{D}$ occurs. Increasing the brake deflection from half to full brakes causes a further reduction in the maximum achievable $L / D$, and the maximum $L / D$ is achieved at a smaller angle of attack.

Using Figure 2.3, the pitching moment about the c.g. can be written

$$
\begin{equation*}
M=M_{c / 4}+R_{c g}\left(D_{c} \cos (\alpha+\phi)-L_{c} \sin (\alpha+\phi)\right)-R_{p g} D_{s} \cos (\alpha+\phi) \tag{2.20}
\end{equation*}
$$

where $M_{c / 4}$ is the aerodynamic pitching moment about the quarter chord, $R_{c g}$ is the distance from the canopy c.g. to the system c.g., $D_{c}$ is the drag of the canopy, $L_{c}$ is the lift of the canopy, $R_{p g}$ is the distance from the payload c.g. to the system c.g., $D_{p}$ is the drag of the payload, $\phi$ is the rigging angle, and $\alpha$ is the angle-of-attack. Eq. 2.20 assumes the system is rigid, the canopy and line mass are lumped at the quarter chord


Figure 2.5 Drag coefficient variation vs. angle of attack and symmetric flap deflection based on data from Ref. (37) for $\mathrm{R} / \mathrm{b}=1.0$ and an aspect ratio of 2.0.
point, and the canopy force and moment terms include the effects of the lines.
The pitching moment can be written in coefficient form as

$$
\begin{equation*}
M=0.5 \rho V^{2} S c C_{m} \tag{2.21}
\end{equation*}
$$

where $C_{m}$ is the pitching moment coefficient and $c$ is the reference chord length of the canopy. Eq. 2.20 can then be written as

$$
\begin{equation*}
C_{m}=C_{m_{c / 4}}+R_{c g}\left(C_{D_{c}} \cos (\alpha+\phi)-C_{L} \sin (\alpha+\phi)\right)-R_{p g} C_{D_{s}} \cos (\alpha+\phi) \tag{2.22}
\end{equation*}
$$

where $C_{m_{c / 4}}$ is the pitching moment coefficient of the canopy about the quarter chord point.

Using Eq. 2.22 and the lift, drag, and moment data from Figures 2.4, 2.5, and 2.6, the pitching moment coefficient about the system c.g. has been calculated for various rigging


Figure 2.6 Pitching moment coefficient about the quarter chord variation vs. angle of attack and symmetric flap deflection based on data from Ref. (37) for $\mathrm{R} / \mathrm{b}=1.0$ and an aspect ratio of 2.0.
angles and is plotted in Figures 2.8, 2.9, and 2.10 for zero, half, and full symmetric brake deflections, respectively.

Figures 2.8-2.10 indicate a number of trends. We see in Figure 2.8 that rigging angles from 0-10 degrees yield trim angles-of-attack from 0-15 degrees, with increasing rigging angle decreasing the trim angle-of-attack. We see that for low rigging angles there may be multiple trim-angles of attack. Indeed, for $\varphi=0$ degrees we see three trim angles of attack at $\alpha=15,32$, and 35 degrees, with $\alpha=15$ and 35 degrees being stable trim points. In light of Figure 2.7 we see that the higher trim angle-of-attack has much smaller L/D and thus much poorer glide performance.

From Figures 2.9 and 2.10 we see for a given rigging angle that increasing the sym-


Figure 2.7 Lift-to-drag ratio variation vs. angle of attack and symmetric flap deflection based on data from Ref. (37) for $\mathrm{R} / \mathrm{b}=1.0$ and an aspect ratio of 2.0.
metric brake deflection from zero to half brakes has little effect on the trim angle of attack (and thus L/D) but increasing from half to full brakes significantly increases the trim angle of attack (decreasing L/D). Comparing Figure 2.10 to Figure 2.8 we also see that rigging angles that have only one stable trim angle-of-attack at zero brakes may have multiple trim angles-of-attack at higher brake settings.

Using the values of angle of attack corresponding to zero pitching moment from Figures 2.8 to 2.10 , the trim values of $\mathrm{L} / \mathrm{D}$ and the tangent coefficient $C_{T}$ are plotted versus both symmetric brake deflection and rigging angle in Figures 2.11 and 2.12, respectively. In general we see that both the symmetric brake deflection and variation of the rigging angle can be used to modulate L/D. Symmetric brake deflection has the


Figure 2.8 Pitching moment coefficient about the system c.g. vs. angle of attack for various choices of the rigging angle at zero symmetric brake deflection.
largest effect at larger brake deflections and lower rigging angles. Altering the rigging angle has the largest effect on $L / D$ at smaller rigging angles both at high and low symmetric brake deflections.


Figure 2.9 Pitching moment coefficient about the system c.g. vs. angle of attack for various choices of the rigging angle at half symmetric brake deflection.


Figure 2.10 Pitching moment coefficient about the system c.g. vs. angle of attack for various choices of the rigging angle at full symmetric brake deflection.


Figure 2.11 Trim lift-to-drag ratio vs. rigging angle and symmetric brake deflection.


Figure 2.12 Tangent coefficient vs. rigging angle and symmetric brake deflection.

## CHAPTER 3. PARAFOIL MODELING

In this chapter we describe a low-fidelity dynamic model to represent the macromotion of a parafoil for use in guidance and control design. Transient motion due to changes in the angle of attack tends to be small in magnitude and damps out quickly relative to the time required to change flap settings due to inherent rate limitations in the winches used to affect control flap deflections. The model discussed herein applies to a wide range of parafoil canopies and payloads which encompass gross variations in canopy size, loading, aerodynamic performance and maximum turn rate. The model captures all of the key behaviors particular to parafoil motion while requiring as few parameters as possible. The key macro-motion behaviors of interest are that the glide-path angle and glide airspeed increase with turn rate. Apparent mass (see Section 2.3) terms do not explicitly show up in the model, we will show that the primary effects resulting from apparent mass important for guidance design are sufficiently captured. Finally, the model readily lends itself to reduction and simplification for trajectory planning purposes. We follow the modeling approach in Ref. (8) with some subtle differences to add the capability for longitudinal control.

### 3.1 Parafoil Equations of Motion

Consider the fore view of the traditional wind frame of a parafoil in turning flight, shown on the left side of Fig. 3.1. Here $L$ is the sum of the aerodynamic forces perpendicular to the velocity vector, $W$ is the weight force vector, $\phi$ is the true bank angle, and
$\sigma$ can be thought of as the 'bank' angle of $L$. Note, the velocity and drag force vector components are omitted for clarity, and $L$ as shown is the vertical projection of the true force onto the page.
-Z Body


Figure 3.1 Force diagram for a parafoil in turning flight; fore view (left), side view (right).

The side view is shown on the right side of Fig. 3.1. Here $V$ is the airspeed velocity vector, $D$ is the vector sum the aerodynamic forces parallel to the airspeed vector, and $\gamma$ is the flight path angle (negative as shown). The equations of motion for a parafoil over a flat, non-rotating Earth in a locally constant wind field can be written as

$$
\begin{align*}
\dot{V} & =-\frac{(D+W \sin \gamma)}{m}  \tag{3.1}\\
\dot{\gamma} & =\frac{(L \cos \sigma-W \cos \gamma)}{m V}  \tag{3.2}\\
\dot{\psi} & =\frac{L \sin \sigma}{m V \cos \gamma}  \tag{3.3}\\
\dot{x} & =V \cos \gamma \cos \psi+w_{x}  \tag{3.4}\\
\dot{y} & =V \cos \gamma \sin \psi+w_{y}  \tag{3.5}\\
\dot{h} & =V \sin \gamma  \tag{3.6}\\
\dot{\sigma} & =\left(\sigma_{c o m}-\sigma\right) / \tau_{\sigma}  \tag{3.7}\\
\dot{\varepsilon} & =\left(\varepsilon_{c o m}-\varepsilon\right) / \tau_{\varepsilon} \tag{3.8}
\end{align*}
$$

Here, $\psi$ is the azimuth angle of the velocity vector, $x$ is the downrange distance, $y$ is the cross-range distance, $h$ is the altitude above the ground, $\sigma$ is the pseudo-bank angle, $\varepsilon$ is a parameter that affects the lift and drag forces, $W$ is the weight of the system (including the payload and the canopy), and $w_{x}$ and $w_{y}$ are the $x$ and $y$ components of the wind at the current position and altitude. The coordinate frame is chosen such that the origin coincides with the target at $h=0$ with the x -axis in the ground plane pointing into the assumed wind at $h=0$. The y -axis is rotated 90 degrees clockwise and also in the ground plane. The z-axis completes the right-handed coordinate frame so that $h=-z$. In addition, limits on $\dot{\psi}, \dot{\sigma}$, and $\dot{\varepsilon}$ are enforced. The lift and drag forces are modeled as

$$
\begin{align*}
L & =0.5 \rho V^{2} S\left(C_{L_{\text {trim }}}+\delta C_{L}(\varepsilon)\right)  \tag{3.9}\\
D & =0.5 \rho V^{2} S\left(C_{D_{\text {trim }}}+\delta C_{D}(\varepsilon)\right) \tag{3.10}
\end{align*}
$$

where $\rho$ is the density of the air and is a function of altitude, $S$ is the canopy area, and $C_{L}=C_{L_{\text {trim }}}+\delta C_{L}$ and $C_{D}=C_{D_{\text {trim }}}+\delta C_{D}$ are the lift and drag coefficients, respectively. Variations in $\varepsilon$ represent the effects of altering the symmetric flap defection and/or the canopy rigging angle, and they produce increments $\delta C_{L}$ and $\delta C_{D}$. It is assumed that for $\varepsilon=0, \delta C_{L}=0$ and $\delta C_{D}=0$, thus $C_{L}$ and $C_{D}$ take on their trim values $C_{L_{\text {trim }}}$ and $C_{D_{t r i m}}$.

There are two control inputs for this model. The first is $\sigma_{\text {com }}$ which is essentially a commanded turn rate and represents an asymmetric flap deflection. The second control input is $\varepsilon_{c o m}$ which represents the commanded change in the longitudinal control, either a symmetric flap deflection or change of the rigging angle and is essentially a commanded glide-path angle. The variables $\tau_{\sigma}$ and $\tau_{\varepsilon}$ are the time constants of the control lag. These terms capture the time lag in the control due to actuator rate limitations and apparent mass effects.

### 3.2 Reduced-Order Model

For trajectory planning purposes a further simplified model is required to reduce computational burden and aid analysis. To simplify the model in the preceding section we begin by enforcing a quasi-equilibrium glide assumption and then change the independent variable from time to a function of altitude. These changes reduce the system order and simplify the trajectory planning problem. The final step in simplifying the model is converting to a wind-fixed coordinate frame to remove the time-varying drift due to the wind field.

### 3.2.1 Quasi-Equilibrium Glide Assumption

Consider an equilibrium gliding turn given by the condition $\dot{V}=\dot{\gamma}=\ddot{\psi}=0$. Eqs. 3.1 and 3.2 imply

$$
\begin{align*}
D & =-W \sin \gamma  \tag{3.11}\\
L \cos \sigma & =W \cos \gamma \tag{3.12}
\end{align*}
$$

Dividing these two equations yields

$$
\begin{equation*}
\tan \gamma=-\frac{D}{L \cos \sigma} \tag{3.13}
\end{equation*}
$$

In general, the equilibrium values of $V$ and $\gamma$ and the value of $\dot{\psi}$ are nonlinear functions of the state variables and canopy-specific performance parameters. For example, the nonlinear functional dependence may have the form

$$
\begin{align*}
\gamma & =\gamma(h, \sigma, L / D)  \tag{3.14}\\
V & =V(h, \sigma, W / S)  \tag{3.15}\\
\dot{\psi} & =\dot{\psi}\left(V, \sigma, L / D, \dot{\psi}_{\max }\right) \tag{3.16}
\end{align*}
$$

where the dependence of $\gamma$ on $h$ comes from the dependence of the apparent mass forces on air density. The form of Eqs. 3.14-3.16 assumes planning will be done at a constant
value of $\varepsilon=0$ (i.e. $\mathrm{L} / \mathrm{D}$ will not be modulated when constructing reference trajectories). This is as far as we can go without making explicit assumptions about the aerodynamic and apparent mass forces. The following development will yield explicit forms for two of the above equations and simplify the form of the third.

It is convenient to specify the canopy performance in terms of the straight-line equilibrium values of the lift-to-drag ratio $L / D$ and glide velocity $V_{0}$ at some specified altitude $h_{0}$, and the maximum turn rate $\dot{\psi}_{\text {max }}$. Define the straight-line equilibrium glide path angle $\gamma_{G}$ as

$$
\begin{equation*}
\tan \gamma_{G}=-\frac{D}{L} \tag{3.17}
\end{equation*}
$$

Assuming that $L / D$ remains constant with respect to $\sigma$ (or implicitly with respect to the asymmetric flap deflection), from Eq. 3.13 we have

$$
\begin{equation*}
\tan \gamma=\frac{\tan \gamma_{G}}{\cos \sigma} \tag{3.18}
\end{equation*}
$$

and from Eqs. 3.12 and 3.3 we have

$$
\begin{equation*}
\dot{\psi}=\frac{g}{V} \tan \sigma \tag{3.19}
\end{equation*}
$$

A straight-line equilibrium glide will maintain constant dynamic pressure. This implies that the straight-line equilibrium glide velocity $V_{G}$ at an altitude $h$ is given by

$$
\begin{equation*}
V_{G}=\left(\frac{\rho\left(h_{0}\right)}{\rho(h)} V_{0}^{2}\right)^{1 / 2} \tag{3.20}
\end{equation*}
$$

Observe that $V_{0}$ includes the effects of wing loading and $V_{G}$ as defined in Eq. 3.20 includes the effects of altitude. This implies that the functional dependencies in Eq. 3.15 can be reduced to the non-turning velocity $V_{G}$ and the bank angle $\sigma$, i.e.

$$
\begin{equation*}
V=V\left(V_{G}, \sigma\right) \tag{3.21}
\end{equation*}
$$

If one further assumes that the lift and drag coefficients remain constant with respect to $\sigma$, we can show that

$$
\begin{equation*}
V=\sqrt{\frac{V_{G}^{2} \cos \gamma}{\cos \gamma_{G} \cos \sigma}} \tag{3.22}
\end{equation*}
$$

### 3.2.2 Change of Independent Variable

Without loss of generality we shall define the final time $t_{f}$ as the time when $h=0$. We see from Eqs. 3.6, 3.14, and 3.15 that $t_{f}$ is dependent on the time history of $\sigma$. Define

$$
\begin{equation*}
\tau=h\left(t_{0}\right)-h(t) \tag{3.23}
\end{equation*}
$$

We have $\tau=0$ at $t=0$ and $\tau=h\left(t_{0}\right)$ at $t=t_{f}$. In all practical scenarios $\tau$ is strictly increasing (as the altitude is strictly decreasing). Consider $\tau$ as the new independent variable. We have

$$
\begin{equation*}
d \tau=-V \sin \gamma d t \tag{3.24}
\end{equation*}
$$

This change of variable offers several benefits. First, it lowers the order of the system by one, decreasing the computational cost of evaluating trajectories. Second, all trajectories from a given initial condition-with any arbitrary control history $u(\tau)$-have the same final time $\tau_{f}$. Third, the wind profile is often known or easily expressed as a function of altitude. This property will be used in the next section to simplify the trajectory planning task by 'factoring out' the influence of the wind. The key benefit of this variable change, though, is it converts the guidance task from a three-dimensional path planning problem to a two-dimensional problem.

To further simplify the trajectory planning problem, the turn acceleration dynamics are ignored. The new equations of motion incorporating this assumption and the quasiequilibrium glide assumption reduce to

$$
\begin{align*}
\dot{x} & =-\left(\frac{\cos \psi}{\tan \gamma}+\frac{w_{x}(\tau)}{V \sin \gamma}\right)  \tag{3.25}\\
\dot{y} & =-\left(\frac{\sin \psi}{\tan \gamma}+\frac{w_{y}(\tau)}{V \sin \gamma}\right)  \tag{3.26}\\
\dot{\psi} & =-\frac{g \tan \tilde{u}}{V^{2} \sin \gamma} \tag{3.27}
\end{align*}
$$

where $\tilde{u}$ is the commanded pseudo bank angle $\sigma$ (control input).

### 3.2.3 Wind-Fixed Coordinate Frame

In the sequel we shall find it convenient to remove the $\tau$-varying drift induced by the wind profile. Without loss of generality we shall fix the origin of the inertial coordinate frame at the targeted landing site with the x-axis aligned with the desired final heading. Consider a second coordinate frame that moves with the air mass and has the same orientation as the inertial frame. The origin of this 'wind-fixed' frame is located such that it exactly coincides with the origin of the inertial frame at $\tau=\tau_{f}$. The exact position in this coordinate frame is given by

$$
\begin{align*}
x_{w}(\tau) & =x(\tau)-\int_{\tau}^{\tau_{f}} \kappa(\tau) w_{x}(\tau) d \tau  \tag{3.28}\\
y_{w}(\tau) & =y(\tau)-\int_{\tau}^{\tau_{f}} \kappa(\tau) w_{y}(\tau) d \tau \tag{3.29}
\end{align*}
$$

where $\kappa=(V(\tau) \sin \gamma(\tau))^{-1}$. Thus determining the exact position in this coordinate frame requires knowledge of the control history for the remaining portion of the trajectory (through the dependence of $V$ and $\gamma$ on $\dot{\psi}$ ). If we replace $(V, \gamma)$ with $\left(V_{G}, \gamma_{G}\right)$, the position in this wind-fixed frame can be approximated by

$$
\begin{align*}
& x_{w}(\tau)=x(\tau)-\int_{\tau}^{\tau_{f}} \kappa_{G}(\tau) w_{x}(\tau) d \tau  \tag{3.30}\\
& y_{w}(\tau)=y(\tau)-\int_{\tau}^{\tau_{f}} \kappa_{G}(\tau) w_{y}(\tau) d \tau \tag{3.31}
\end{align*}
$$

where $\kappa_{G}=\left(V_{G}(\tau) \sin \gamma_{G}(\tau)\right)^{-1}$. The velocity and flight path angle magnitudes increase in a turn, thus choosing the equilibrium glide values of $V$ and $\gamma$ will tend to overestimate the total drift due to wind. However, this substitution provides a reasonable approximation to the position in the wind-fixed coordinate frame and significantly reduces computational cost.

Working in the wind-fixed frame further simplifies the motion planning problem as
the equations of motion (3.25-3.27) simplify to:

$$
\begin{align*}
\dot{x}_{w} & =\tilde{a} \cos \psi  \tag{3.32}\\
\dot{y}_{w} & =\tilde{a} \sin \psi  \tag{3.33}\\
\dot{\psi} & =\tilde{a} u \tag{3.34}
\end{align*}
$$

where $\tilde{a}=-(\tan \gamma)^{-1}, u=1 /(r \cos \gamma)$, and the turning radius $r$ is given by $\left(V^{2} \cos \gamma\right) /(g \tan \sigma)$. In the sequel we shall omit the subscript $w$ unless the context is not clear.

### 3.3 Wind Field Modeling

In the most general case the wind velocity vector has components along all three axes which vary in space and time:

$$
\mathbf{W}=\mathbf{W}(x, y, h, t)=\left[\begin{array}{l}
w_{x}  \tag{3.35}\\
w_{y} \\
w_{z}
\end{array}\right]
$$

In the present work we make the following assumptions about the wind profile:

1. The z-axis component $w_{z}$ is zero.
2. The horizontal wind can be written as the sum of a (relatively) low frequency mean wind component and a (relatively) high frequency turbulence component.
3. The mean wind components are functions of altitude and time only.

Often times an a priori estimate of the wind profile is available and given as a function of altitude. The mean wind profile can then be written as the sum of the altitude-varying a priori wind profile and a time-varying perturbation

$$
\begin{equation*}
\mathbf{W}=\mathbf{W}_{a p}(h)+\tilde{\mathbf{W}}(t) \tag{3.36}
\end{equation*}
$$

In light of the independent variable change defined in Eq. 3.23 we can write

$$
\mathbf{W}=\left[\begin{array}{c}
w_{x}  \tag{3.37}\\
w_{y}
\end{array}\right]=\mathbf{W}_{a p}(\tau)+\tilde{\mathbf{W}}(\tau)
$$

which justifies the $\tau$ dependence of $w_{x}$ and $w_{y}$ in Eqs. 3.32-3.34.
There are many potential sources for the a priori wind profile such as radar observations, RUC forecast data (38), and balloon soundings or drop-sondes (39). In the event that no a priori wind profile is available $\mathbf{W}_{a p}$ can be set to zero and the entire mean wind field can be encompassed in the unknown wind field perturbation $\tilde{\mathbf{W}}(\tau)$.

## CHAPTER 4. FIXED-TIME TRAJECTORY PLANNING

In the previous chapter it was shown that the parafoil trajectory planning problem could be cast as a fixed-time two-point boundary value problem. The planning problem consists of finding a kinematically feasible trajectory from an initial position and orientation $(x(0), y(0), \psi(0))$ to a final position and orientation $\left(x\left(\tau_{f}\right), y\left(\tau_{f}\right), \psi\left(\tau_{f}\right)\right)$ (which by the choice of coordinate frame discussed in the previous section can be written $(0,0,0)$ ) where $\tau_{f}$ is the specified final time. That is, in the wind-fixed frame, the required terminal constraints are always

$$
\begin{align*}
& x\left(\tau_{f}\right)=0  \tag{4.1}\\
& y\left(\tau_{f}\right)=0  \tag{4.2}\\
& \psi\left(\tau_{f}\right)=0 \tag{4.3}
\end{align*}
$$

This boundary value problem is readily solved within the framework of optimal control, provided a meaningful performance index is defined. In this section we begin by deriving the conditions for a generalized trajectory optimization problem which leads to insight into the nature of the optimal trajectories. We then proceed to derive minimumtime trajectories which leads to a necessary condition for a kinematically feasible fixedfinal time trajectory to exist and the definition of a parameter, the altitude margin, that can be used in trajectory planning logic. Next we present two methods for generating fixed-time trajectories, each particularly suited to certain classes of initial conditions and values of the altitude margin.

### 4.1 Optimal Control Problem

In this section we consider a generalized trajectory optimization problem. Much insight into the nature of the optimal control solutions can be obtained from the costate solutions to this problem. Recall that the optimal control problem is to find $u(t)$ to minimize the performance index

$$
\begin{equation*}
J=\int_{0}^{\tau_{f}} L(\mathbf{x}, u) d \tau \tag{4.4}
\end{equation*}
$$

subject to the constraints

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, u) \tag{4.5}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{x}\left(\tau_{0}\right) \text { given } \tag{4.6}
\end{equation*}
$$

$$
\begin{equation*}
\Psi\left(\mathbf{x}\left(\tau_{f}\right)\right)=0 \tag{4.7}
\end{equation*}
$$

$$
\begin{equation*}
u \in U=[a, b] \tag{4.8}
\end{equation*}
$$

where the dynamics in Eq. 4.5 are given by the kinematic model (3.32-3.34) with the 'velocity' $\tilde{a}$ normalized to one, the state vector $\mathbf{x}=\left[\begin{array}{lll}x & y & \psi\end{array}\right]^{T}$ and $a$ and $b$ are real scalars such that $a<0<b$. The terminal constraints (4.7) are defined in Eqs. 4.1-4.3. We assume that the function $L$ in Eq. 4.4 is continuous in its arguments and not an explicit function of $\tau$ or the state $\mathbf{x}$. The Hamiltonian for this system is given by

$$
\begin{equation*}
H=p_{x} \cos \psi+p_{y} \sin \psi+p_{\psi} u+L(u) \tag{4.9}
\end{equation*}
$$

where $\mathbf{p}=\left[\begin{array}{lll}p_{x} & p_{y} & p_{\psi}\end{array}\right]^{T}$ is the adjoint or costate vector. The costate equations are

$$
\begin{align*}
\dot{p_{x}} & =-\frac{\partial H}{\partial x}=0  \tag{4.10}\\
\dot{p_{y}} & =-\frac{\partial H}{\partial y}=0  \tag{4.11}\\
\dot{p_{\psi}} & =-\frac{\partial H}{\partial \psi}=p_{x} \sin \psi-p_{y} \cos \psi \tag{4.12}
\end{align*}
$$

Substituting Eqs. 3.32 and 3.33 into Eq. 4.12 we get

$$
\begin{equation*}
\dot{p_{\psi}}=p_{x} \dot{y}-p_{y} \dot{x} \tag{4.13}
\end{equation*}
$$

Observe from Eqs. 4.10 and 4.11 that $p_{x}$ and $p_{y}$ are constant. With this observation, integrating Eq. 4.12 with respect to $\tau$ yields

$$
\begin{equation*}
p_{\psi}=p_{x} y-p_{y} x-\tilde{c} \tag{4.14}
\end{equation*}
$$

where $\tilde{c}$ is a constant of integration. We can also write

$$
\begin{equation*}
p_{\psi}=c_{1} x+c_{2} y+c_{3} \tag{4.15}
\end{equation*}
$$

where $c_{1}=-p_{y}, c_{2}=p_{x}$, and $c_{3}=\tilde{c}$. Observe that $p_{\psi}=0$ defines a line in the $x-y$ plane and contours of constant $p_{\psi}$ are lines parallel to this line. In the sequel we shall refer to the line $p_{\psi}=0$ as the switching line for reasons that will become apparent.

Consider the variable change given by

$$
\begin{align*}
& p_{x}=b_{1} \cos b_{2}  \tag{4.16}\\
& p_{y}=-b_{1} \sin b_{2}
\end{align*}
$$

for constants $b_{1}$ and $b_{2}$. Note, $b_{1}$ and $b_{2}$ can always be found such that this transformation holds for arbitrary $p_{x}$ and $p_{y}$. The reverse transformation is given by

$$
\begin{align*}
& b_{1}=\left(p_{x}^{2}+p_{y}^{2}\right)^{1 / 2} \\
& b_{2}=\tan ^{-1}\left(-\frac{p_{y}}{p_{x}}\right) \tag{4.17}
\end{align*}
$$

Substituting Eq. 4.16 into Eq. 4.9, the Hamiltonian can now be written

$$
\begin{equation*}
H=b_{1} \cos \left(b_{2}+\psi\right)+p_{\psi} u+L(u) \tag{4.18}
\end{equation*}
$$

Finally, we shall also find it convenient to rewrite the third costate equation using Eq. 4.16 as

$$
\begin{equation*}
\dot{p}_{\psi}=b_{1} \sin \left(b_{2}+\psi\right) \tag{4.19}
\end{equation*}
$$

The Minimum Principle of Pontryagin states that along an optimal trajectory ( $\mathbf{x}^{*}, \mathbf{p}^{*}$ ) the optimal value of the control, $u^{*}$ minimizes the Hamiltonian over the set of all possible inputs at each moment in time, i.e.

$$
\begin{equation*}
H\left(\mathbf{x}^{*}, \mathbf{p}^{*}, u^{*}, \tau\right)=\min _{u \in U, \tau \in\left[\tau_{0}, \tau_{f}\right]} H\left(\mathbf{x}^{*}, \mathbf{p}^{*}, u, \tau\right) \tag{4.20}
\end{equation*}
$$

and that $\mathbf{p} \neq 0$ for $\tau \in\left[\tau_{0}, \tau_{f}\right]$.

### 4.2 Minimum-Time Trajectories

For minimum-time trajectories we have

$$
\begin{equation*}
L(u)=1 \tag{4.21}
\end{equation*}
$$

The minimizing control $u^{*}$ satisfying Eq. 4.20 is given by

$$
\begin{equation*}
p_{\psi} u^{*} \leq p_{\psi} u \quad \forall \quad u \in U \tag{4.22}
\end{equation*}
$$

If the minimizing control lies at one of the limits then minimizing Eq. 4.18 implies

$$
\begin{equation*}
p_{\psi} u<0 \tag{4.23}
\end{equation*}
$$

If the minimizing control lies within the admissible region we have

$$
\begin{equation*}
\frac{\partial H}{\partial u}=p_{\psi}=0 \tag{4.24}
\end{equation*}
$$

Since $p_{\psi} \equiv 0$ we must have $\dot{p}_{\psi} \equiv 0$ which in light of Eq. 4.19 admits two possibilities. If $b_{1}=0$ then we have $p_{x}=p_{y}=p_{\psi}=0$ which is ruled out by the Minimum Principle. If $b_{1} \neq 0$ either $\psi=-b_{1}$ or $\psi=-b_{1}+\pi$ (both modulo $2 \pi$ ). Hence $\dot{p}_{\psi}=0 \Rightarrow \dot{\psi}=0$ so that $u=0$. Summarizing we have

$$
u= \begin{cases}a & p_{\psi}>0  \tag{4.25}\\ 0 & p_{\psi}=0 \\ b & p_{\psi}<0\end{cases}
$$

The preceding discussion implies a number of properties for the minimum-time trajectories:

1. All optimal trajectories consist of maximum rate turns and straight lines.
2. All straight line segments are parallel to one fixed direction.
3. The line $p_{\psi}=0$ divides the plane such that the control is strictly positive on one side and strictly negative on the other side.
4. All straight line segments of the trajectory and all changes in turning direction occur on a single line in the plane.

The optimal minimum-time trajectory was shown by Dubins in Ref. (16) and later by Boissonnat et. al in Ref. (17) to consist of no more than three constant-control segments. Each segment is either a maximum-rate (minimum-radius) turn or a straight line $(u=0)$. Furthermore, the minimum-time trajectories are generated using one of six possible control sequences: RSR, RSL, LSR, LSL, LRL, or RLR where R corresponds to a maximum right-hand turn, L corresponds to a maximum left-hand turn, and S corresponds to a straight line. These trajectories are referred to as Dubins curves or Dubins paths. Examples of the RSL, LSL and LRL Dubins paths are shown in Fig. 4.1. The circles in this figure correspond to the minimum turn radius.

### 4.3 A Necessary Condition

Let the cost associated with each admissible Dubins path be denoted $\tau_{\mathrm{RSR}}, \tau_{\mathrm{LSL}}$, etc. and define

$$
\begin{equation*}
\tau_{\min }=\min \left\{\tau_{\mathrm{RSR}}, \tau_{\mathrm{LSL}}, \tau_{\mathrm{RSL}}, \tau_{\mathrm{LSR}}, \tau_{\mathrm{RLR}}, \tau_{\mathrm{LRL}}\right\} \tag{4.26}
\end{equation*}
$$



Figure 4.1 Examples of Dubins paths: RSL (left), LSL (center), LRL (right). Note: the LRL path is not optimal in this example. The quantities t and q are the outer turn angles and the quantity $p$ is the length of the straight line segment for type CSC paths and the middle turn angle for type CCC paths.

Clearly, for a trajectory satisfying the specified initial conditions, terminal conditions, and the specified final time $\tau_{f}$ to exist we require that

$$
\begin{equation*}
\tau_{\min } \leq \tau_{f} \tag{4.27}
\end{equation*}
$$

Now let $\tau_{360}$ equal the cost of completing one full $360^{\circ}$ turn at maximum turn rate. We now define the altitude margin as

$$
\begin{equation*}
\eta=\frac{\tau_{f}-\tau_{\min }}{\tau_{360}} \tag{4.28}
\end{equation*}
$$

so that the necessary condition (4.27) can also be written as

$$
\begin{equation*}
\eta \geq 0 \tag{4.29}
\end{equation*}
$$

Considering the definition of $\tau$ in Eq. 3.23, one can see that the altitude margin is a normalized measure of the altitude in excess of the minimum altitude required for the constrained system to reach the specified terminal conditions from the specified initial
conditions. The altitude margin provides a quantitative measure of the difficulty in attaining the final conditions in the specified time interval. An altitude margin of zero indicates the initial altitude is exactly the required altitude to reach the final condition. A negative value of the altitude margin indicates the initial altitude is not sufficient to reach the final conditions for any choice of the control history $u(\tau)$. A positive altitude margin indicates the amount of excess energy (altitude) is available for maneuvering and the degree of wind uncertainty that can be overcome.

### 4.4 Minimum Control-Energy Paths

Consider now the case where the final time is fixed at $\tau_{f}$ and the performance index is the control energy (24)

$$
\begin{equation*}
L(u)=\frac{1}{2} u^{2} \tag{4.30}
\end{equation*}
$$

The minimizing control $u^{*}$ satisfying Eq. 4.18 is given by

$$
\begin{equation*}
p_{\psi} u^{*}+\frac{1}{2} u^{* 2} \leq p_{\psi} u+\frac{1}{2} u^{2} \quad \forall \quad u \in U \tag{4.31}
\end{equation*}
$$

As before, if the minimizing control lies at one of the limits then minimizing Eq. 4.18 implies

$$
\begin{equation*}
p_{\psi} u<0 \tag{4.32}
\end{equation*}
$$

If the minimizing control lies in the interior of the admissible control set, we have

$$
\begin{equation*}
\frac{\partial H}{\partial u}=p_{\psi}+u=0 \tag{4.33}
\end{equation*}
$$

Summarizing we have

$$
u=\left\{\begin{array}{cl}
a & -p_{\psi}<a  \tag{4.34}\\
-p_{\psi} & -p_{\psi} \in[a, b] \\
b & -p_{\psi}>b
\end{array}\right.
$$

Using Eqs. 4.15 and 4.33, the guidance law in the absence of control saturation can be written

$$
\begin{equation*}
u=-\left(c_{1} x+c_{2} y+c_{3}\right) \tag{4.35}
\end{equation*}
$$

We now illustrate some properties of the optimal trajectories. Observe from Eq. 4.35 that $u=0$ defines the parametric line

$$
\begin{equation*}
c_{1} x+c_{2} y+c_{3}=0 \tag{4.36}
\end{equation*}
$$

which is the same as the switching line defined in Eq. 4.15.

Property 1. The control $u$ can be written as

$$
\begin{equation*}
u=d \sqrt{c_{1}^{2}+c_{2}^{2}} \tag{4.37}
\end{equation*}
$$

where $d$ is the signed perpendicular distance of the point $(x, y)$ from the line given by Eq. 4.36 .

Proof: The signed perpendicular distance $d$ of a point $(x, y)$ from the general parametric line $a x+b y+c=0$ can be shown to be $(a x+b y+c) / \sqrt{a^{2}+b^{2}}$. Substituting $a=c_{1}, b=c_{2}$, and $c=c_{3}$ completes the proof.

Property 2. The line (4.36) divides the $x-y$ plane so that the control $u$ is strictly positive on one side of the line and strictly negative on the other. The proof follows directly from Property 1 , observing that $c_{1}$ and $c_{2}$ are constant.

Property 3. In general, the trajectory resulting from the guidance law (4.35) contains no straight line.

Proof: A straight-line trajectory requires $u \equiv 0$. Observe that $u$ remains zero only when the trajectory lies along the line (4.36). If any portion of the trajectory lies along this line the entire trajectory must lie along the line as $u=0 \Rightarrow \dot{\psi}=0$. Only the trivial case where the entire trajectory lies on the negative x -axis contains a straight line. This
is a pathological case where the initial condition lies exactly on the negative x -axis with an initial heading of zero and the specified final time is such that the system just reaches the target.

Property 4. In the absence of turn rate limit, the trajectories contain no circular arcs.

Proof: Suppose the trajectory contains a circular arc. This means that $u$ is a nonzero constant and $\dot{u}=0$ and for some finite time interval. By Eq. 4.35, $\dot{u}=0$ for the unsaturated $u$ implies that

$$
\begin{equation*}
c_{1} \dot{x}=-c_{2} \dot{y} \tag{4.38}
\end{equation*}
$$

which by Eqs. 3.32 and 3.33, in turn, results in that

$$
\begin{equation*}
-\frac{c_{1}}{c_{2}}=\tan \psi=\text { constant } \tag{4.39}
\end{equation*}
$$

However, the above condition of constant $\psi$ contradicts the requirement of nonzero constant $u=\dot{\psi}$. Thus the trajectories cannot contain circular arcs in the absence of turn rate limit.

As discussed in Section 4.2, the Dubins paths consist of a series of circular arcs and straight-line segments. Properties 3 and 4 above indicate that the minimum controlenergy trajectories in general will not coincide with Dubins paths.

### 4.5 Solution and Sample Minimum Control-Energy Trajectories

The solution to the above fixed-time minimum control-energy problem is ensured whenever the problem admits feasible solutions. More specifically, if any feasible trajectory exists that satisfies the given initial condition and terminal constraints at $\tau_{f}$ with an admissible control $u(\tau) \in U$ for $0 \leq \tau \leq \tau_{f}$, this optimal control problem is guaranteed
to have a solution. This conclusion directly follows from Corollary 2 of Chapter 4 in Ref. (40) because the system equations in Eq. (4.5) are affine in the control $u$, and for any fixed $\mathbf{x}$ the set $\{L(\mathbf{x}, u) \mathbf{f}(\mathbf{x}, u)\}, \forall u \in U$, is strictly convex in $R^{4}$ (where $U=[a, b]$ is compact and convex). This property is very reassuring for our purpose of trajectory planning.

To determine the solution, the required values of $c_{1}, c_{2}$, and $c_{3}$ in Eq. 4.35 need to be found numerically to satisfy the terminal condition in Eqs. 4.1-4.3. The convergence behavior is dependent on both the initial offset of the system from the target and the altitude margin. For sufficient altitude margin, the solution is found easily with a wide range of initial guesses. For large offsets, small changes in $c_{1}, c_{2}$, and $c_{3}$ lead to large changes in the final position. Hence convergence tends to be become more sensitive with respect to initial guesses as the initial offset becomes very large ( $>10^{3}$ in consistent units). As the altitude margin decreases, the convergence behavior also becomes increasingly dependent on the initial guess of the solution. In general, if the normalized altitude margin is less than about one it becomes considerably more difficult to converge. This is because in such cases the trajectory gets close to the minimizing Dubins path but the minimum control-energy trajectories cannot converge directly to the Dubins path (cf. Property 4 in the preceding section).

A number of example trajectories are shown in Fig. 4.2. Each trajectory has the same starting position and the initial altitude is such that the initial normalized altitude margin is three. But the initial heading is different. The figure shows the general shape of the trajectories computed using the presented optimal control approach (recall that the targeted landing site is at the origin).

A number of example trajectories with the same starting configuration are shown in Fig. 4.3. For these trajectories, the altitude margin is varied from 0.2 to 2.2 in increments of 0.4. A feature worth noting in Fig. 4.3 is that as the altitude margin decreases the trajectory begins to approach to the Dubins path, indicated by the dotted line.


Figure 4.2 Minimum control-energy trajectories for an initial normalized altitude margin $\eta=3$, varying the initial heading. The initial position is the same for each case.

Another example trajectory is shown in Fig. 4.4. This is a pathological example in which the initial position is directly above the desired target with the initial heading opposite the desired final heading. The initial normalized altitude margin is relatively large at 10. Observe the symmetry of the trajectory about the downrange axis, which is due to the initial condition. For this case, the value of $c_{2}$ in the guidance law is zero. This example illustrates that the trajectory generation method is robust to cases with obscure initial conditions and a large initial altitude margin.

### 4.6 Modified Dubins Paths

The minimum-time Dubins paths in Section 4.2 cannot be directly applied to our problem because it is a fixed-time problem. However, it is possible to modify the Dubins path calculation to generate fixed-time reference trajectories for cases where the altitude margin is greater than or equal to zero. In this case the trajectory is no longer optimal in any sense, but we will show that a simple closed-form expression can be used to generate


Figure 4.3 Minimum control-energy trajectories for the same initial configuration, varying the initial normalized altitude margin $\eta$ from 0.2 to 2.2 in increments of 0.4. The dotted line corresponds to the minimal Dubins path.
the modified Dubins path. The idea is to increase the turn radius from the minimum until the altitude margin (using the new turn radius) of the resulting path is equal to zero, in other words the cost of the path is increased until the cost equals the specified terminal time. A path generated in this fashion satisfies the initial and final conditions imposed on the trajectory, as well as the fixed final time (altitude margin).

The turning radius is defined by

$$
\begin{equation*}
r=\frac{V^{2} \cos \gamma}{g \tan \sigma} \tag{4.40}
\end{equation*}
$$

where $\gamma$ is given by Eq. 3.14 or 3.18 and $V$ is given by Eq. 3.15 or 3.22 are also functions of $\sigma$. Given an initial position and orientation $\left(x_{0}, y_{0}, \psi_{0}\right)$, a final position and orientation $\left(x_{f}, y_{f}, \psi_{f}\right)$ and turning radius $r$ (or, implicitly, $\sigma$ ) one can find an analytical expression for the quantities $t, p$, and $q$ defined in Fig. 4.1 as well as the cost for each of the admissible Dubins paths. Fig. 4.5 illustrates the geometry of the problem and defines some key parameters that will be used in the following development.


Figure 4.4 This is an example trajectory with the initial position at the intended target and the initial heading opposite the required final heading. The normalized altitude margin for this example is 10 . Note the symmetry of the trajectory about the downrange axis.

From Fig. 4.5 we see that

$$
\begin{align*}
\Gamma & =\tan ^{-1}\left(\frac{y_{f}-y_{0}}{x_{f}-x_{0}}\right)  \tag{4.41}\\
\lambda & =\Gamma-\psi_{0} \quad\{\bmod 2 \pi\}  \tag{4.42}\\
\mu & =\Gamma-\psi_{f} \quad\{\bmod 2 \pi\}  \tag{4.43}\\
d & =\left(\left(x_{f}-x_{0}\right)^{2}+\left(y_{f}-y_{0}\right)^{2}\right)^{1 / 2} \tag{4.44}
\end{align*}
$$

Recall that Dubins path consists of three segments of elementary motion: turning right along an arc with radius $r$ (denoted by R), turning left along an arc of the same radius $r(\mathrm{~L})$, and motion in a straight line (S). We will limit the sequence of motion primitives to the 6 sequences corresponding to the minimum-time Dubins paths described in Section 4.2: RSR, RSL, LSR, LSL, LRL, or RLR. Suppose the system is at the point $\left(x_{1}, y_{1}, \psi_{1}\right)$ and then performs a right turn through an angle $\nu$. Following the approach in (42), define an operator $R_{\nu}$ that transforms the point $\left(x_{1}, y_{1}, \psi_{1}\right)$ to the point at the


Figure 4.5 Geometry and parameters used to calculate members of the Dubins set.
end of the turn, denoted $\left(x_{2}, y_{2}, \psi_{2}\right)$. Similar operators $L_{\nu}$ and $S_{\nu}$ can be defined for left turns and straight-line segments, respectively. These operators are given by

$$
\begin{align*}
R_{\nu}\left(x_{1}, y_{1}, \psi_{1}\right)= & \left(\begin{array}{l}
x_{1}+r \sin \left(\psi_{1}+\nu\right)-r \sin \psi_{1} \\
y_{1}-r \cos \left(\psi_{1}+\nu\right)+r \cos \psi_{1} \\
\psi_{1}+\nu
\end{array}\right)  \tag{4.45}\\
L_{\nu}\left(x_{1}, y_{1}, \psi_{1}\right) & =\left(\begin{array}{l}
x_{1}-r \sin \left(\psi_{1}-\nu\right)+r \sin \psi_{1} \\
y_{1}+r \cos \left(\psi_{1}-\nu\right)-r \cos \psi_{1} \\
\psi_{1}-\nu
\end{array}\right)  \tag{4.46}\\
S_{\nu}\left(x_{1}, y_{1}, \psi_{1}\right) & =\left(\begin{array}{l}
x_{1}+\nu \cos \psi_{1} \\
y_{1}+\nu \sin \psi_{1} \\
\psi_{1}
\end{array}\right) \tag{4.47}
\end{align*}
$$

Consider a new coordinate frame found by rotating the coordinate frame in Fig. 4.5 clockwise by an angle $\Gamma$ with the origin located at the initial point $\left(x_{0}, y_{0}\right)$. In this new frame, the initial position and orientation are $(0,0, \lambda)$ and the final position and orientation are $(d, 0, \mu)$. By composition of the operators (4.45-4.47) one can find analytical
expressions for the turn angles or line lengths $t, p$, and $q$ defined in Fig. 4.1. For example, the result of an RSL turn can be found by the composition $L_{q}\left(S_{p}\left(R_{t}(0,0, \lambda)\right)\right)$. Using the final condition $(d, 0, \mu)$ leads to the scalar system of equations

$$
\begin{align*}
& d=p \cos (\lambda+t)+2 r \sin (\lambda+t)-r \sin \lambda-r \sin \mu \\
& 0=p \sin (\lambda+t)-2 r \cos (\lambda+t)+r \cos \lambda+r \cos \mu  \tag{4.48}\\
& \mu=\lambda+t-q
\end{align*}
$$

which can be solved to yield the corresponding lengths of the trajectory segments:

$$
\begin{align*}
& t_{\mathrm{RSL}}=-\lambda-\tan ^{-1}\left(\frac{2 r}{p}\right)+\tan ^{-1}\left(\frac{-r \cos \lambda-r \cos \mu}{d+r \sin \lambda+r \sin \mu}\right) \\
& q_{\mathrm{RSL}}=-\mu-\tan ^{-1}\left(\frac{2 r}{p}\right)+\tan ^{-1}\left(\frac{-r \cos \lambda-r \cos \mu}{d+r \sin \lambda+r \sin \mu}\right)  \tag{4.49}\\
& p_{\mathrm{RSL}}=\left(-2 r^{2}+d^{2}+2 r^{2} \cos (\lambda-\mu)+2 r d(\sin \mu+\sin \lambda)\right)^{1 / 2}
\end{align*}
$$

The cost (which is "time", or the altitude drop for the parafoil) of the RSL path can be shown to be

$$
\begin{equation*}
\tau_{\mathrm{RSL}}=r \tan \gamma\left(\lambda-\mu+2 t_{R S L}\right)+p_{R S L} \tan \gamma_{G} \tag{4.50}
\end{equation*}
$$

In a similar fashion we can find $t, p$, and $q$ and the cost for the remaining Dubins paths. For LSR we have

$$
\begin{gather*}
t_{\mathrm{LSR}}=\lambda+\tan ^{-1}\left(\frac{2 p}{r}\right)-\tan ^{-1}\left(\frac{r \cos \lambda+r \cos \mu}{d-r \sin \lambda-r \sin \mu}\right) \\
q_{\mathrm{LSR}}=\mu+\tan ^{-1}\left(\frac{2 p}{r}\right)-\tan ^{-1}\left(\frac{r \cos \lambda+r \cos \mu}{d-r \sin \lambda-r \sin \mu}\right)  \tag{4.51}\\
p_{\mathrm{LSR}}=\left(-2 r^{2}+d^{2}+2 r^{2} \cos (\lambda-\mu)-2 r d(\sin \mu+\sin \lambda)\right)^{1 / 2} \\
\tau_{\mathrm{LSR}}=r \tan \gamma(\mu-\lambda+2 t)+p \tan \gamma_{G} \tag{4.52}
\end{gather*}
$$

For RSR we have

$$
\begin{align*}
t_{\mathrm{RSR}}= & -\lambda-\tan ^{-1}\left(\frac{r \cos \mu-r \cos \lambda}{d+r \sin \lambda-r \sin \mu}\right) \\
q_{\mathrm{RSR}}= & \mu\{\bmod 2 \pi\}-\tan ^{-1}\left(\frac{r \cos \mu-r \cos \lambda}{d+r \sin \lambda-r \sin \mu}\right)  \tag{4.53}\\
p_{\mathrm{RSR}}= & \left(2 r^{2}+d^{2}-2 r^{2} \cos (\lambda-\mu)+2 r d(\sin \mu-\sin \lambda)\right)^{1 / 2} \\
& \tau_{\mathrm{RSR}}=r \tan \gamma(\mu-\lambda+2 t)+p \tan \gamma_{G} \tag{4.54}
\end{align*}
$$

For LSL we have

$$
\begin{gather*}
t_{\mathrm{LSL}}=\lambda-\tan ^{-1}\left(\frac{r \cos \lambda-r \cos \mu}{d-r \sin \lambda+r \sin \mu}\right) \\
q_{\mathrm{LSL}}=-\mu\{\bmod 2 \pi\}+\tan ^{-1}\left(\frac{r \cos \lambda-r \cos \mu}{d-r \sin \lambda+r \sin \mu}\right)\{\bmod 2 \pi\}  \tag{4.55}\\
p_{\mathrm{LSL}}=\left(2 r^{2}+d^{2}-2 r^{2} \cos (\lambda-\mu)+2 r d(\sin \mu-\sin \lambda)\right)^{1 / 2} \\
\tau_{\mathrm{LSL}}=r \tan \gamma(\lambda-\mu)+p \tan \gamma_{G} \tag{4.56}
\end{gather*}
$$

For LRL we have

$$
\begin{align*}
t_{\mathrm{LRL}}=\lambda+\frac{p}{2}-\tan ^{-1}\left(\frac{r \cos \lambda-r \cos \mu}{d-r \sin \lambda+r \sin \mu}\right) \\
q_{\mathrm{LRL}}=\lambda-t_{\mathrm{LRL}}+p_{\mathrm{LRL}}-\mu  \tag{4.57}\\
p_{\mathrm{LRL}}=\cos ^{-1}\left[\frac{1}{8}\left(6+2 \cos (\lambda-\mu)+\frac{2 d}{r}(\sin \lambda-\sin \mu)-\frac{d^{2}}{r^{2}}\right)\right] \\
\tau_{\mathrm{LRL}}=r \tan \gamma(\lambda-\mu+2 p) \tag{4.58}
\end{align*}
$$

And finally for RLR we have

$$
\begin{gather*}
t_{\mathrm{RLR}}=\left(-\lambda+\frac{p}{2}+\tan ^{-1}\left(-\frac{r \cos \lambda+r \cos \mu}{d+r \sin \lambda-r \sin \mu}\right)\right) \\
q_{\mathrm{RLR}}=\mu-\lambda-t_{\mathrm{LRL}}+p_{\mathrm{LRL}}-\mu  \tag{4.59}\\
p_{\mathrm{RLR}}=\cos ^{-1}\left[\frac{1}{8}\left(6+2 \cos (\lambda-\mu)-\frac{2 d}{r}(\sin \lambda-\sin \mu)-\frac{d^{2}}{r^{2}}\right)\right] \\
\tau_{\mathrm{RLR}}=r \tan \gamma(\mu-\lambda+2 p) \tag{4.60}
\end{gather*}
$$

To find a modified Dubins path with a fixed final time we select an initial guess value for $\sigma$, from which $\gamma$ and $V$ and $r$ are calculated by Eqs. 3.18, 3.22, and 4.40, respectively. The cost (time) of the Dubins path is then computed. The value of $\sigma$ is iterated on using a secant method until the time of the modified Dubins path equals the specified final time for the trajectory. This process is done in a preferred order among the 6 possible turn sequences, starting with the sequence corresponding to the minimum-time path and then in the order of RSR, LSL, RSL, LSR, LRL, and RLR. When the solution is found for a path, the process stops and no further search is done. Only when it is determined that the solution does not exist for a particular turn sequence, the search is continued using the next sequence.

The convergence of this method is well behaved as long as the distance between the turn centers is sufficiently large and/or the normalized altitude margin is less than one. One can see from the above equations that the cost of each Dubins path (i.e. $\tau_{\mathrm{RSR}}$, $\tau_{\mathrm{LSL}}, \tau_{\mathrm{RSL}}, \tau_{\mathrm{LSR}}, \tau_{\mathrm{RLR}}$, and $\left.\tau_{\mathrm{LRL}}\right)$ is at least piecewise-continuous in $r$. However, not all Dubins paths exist for a given set of initial conditions $(\lambda, \mu$, and $d$ ) and a given $r$. For example, we see that the RSL and LSR paths fail to exist when $r$ is increased beyond a certain threshold (as $p_{\text {RSL }}$ and $p_{\text {LSR }}$ become imaginary). Similarly, the LRL and RLR paths fail to exist when $r$ is decreased beyond a certain threshold (as $p_{\text {RLR }}$ and $p_{\text {LRL }}$
become imaginary). The RSR and LSL paths exist for all $r>0$, however $\tau_{\mathrm{RSR}}$ and $\tau_{\mathrm{LSL}}$ are piecewise continuous in $r$, where a jump discontinuity exists for sufficiently large $r$. What all this means is that there are cases for which no modified Dubins path exists with a cost equal to the specified $\tau_{f}$, even though a feasible trajectory does exist in the case that leads from the given initial condition to the specified final condition at the specified final time. This possibility of nonexistence of modified Dubins path in a feasible case arises as a consequence of limiting the search for trajectory in a finite-dimensional space defined by the 6 path sequences while the original problem is in infinite dimensional functional space. Expanding the number of path sequences may remedy some of the cases, but cannot eliminate the problem as the expanded search space is still finite dimensional. In Ref. (18) an extended set of turn sequence is used for trajectory search using Dubins paths. Still the nonexistence problem is noted in certain cases.

## CHAPTER 5. REAL-TIME ON-BOARD WIND ESTIMATION

In this chapter we present a filter for the real-time estimation of the local wind speed and direction on-board the parafoil system. Wind plays a pivotal role in the motion of parafoils and other gliding parachutes. For autonomous parafoils this can severely complicate the guidance task as the vehicle airspeed is on the order of the wind speed. For lightly loaded parafoils there may be cases where the wind speed exceeds the vehicle airspeed making it impossible for the vehicle to make forward progress with respect to the ground. For accurate landing precision the wind profile must be taken into account. However, the wind profile is often not known or only approximately known a priori due to the difficulty in forecasting the wind and also because the wind profile varies in both space and time. Therefore it is desirable to have an on-board capability for measuring the local wind field for use in guidance planning.

### 5.1 Problem Formulation

The inertial velocity vector of a parafoil in the presence of wind is the sum of the vehicle airspeed vector and the wind speed vector as indicated in Figure 5.1, where $V_{A}=V \cos \gamma$ is the magnitude of the planar (horizontal) airspeed, $\psi$ is the azimuth of the airspeed velocity vector, $V_{W}$ is the wind speed magnitude, $\psi_{W}$ is the azimuth of the wind vector, $V_{I}$ is the magnitude of the planar inertial velocity, and $\chi$ is the azimuth of the inertial velocity vector, also referred to as the course angle. The inertial coordinate
frame is chosen such that the x and y axes point North and East, respectively, and all angles are measured clockwise from North.


Figure 5.1 The relationship between the the airspeed vector $V_{A}$, the wind speed vector $V_{W}$, and the inertial velocity vector $V_{I}$.

Using Figure 5.1 the x and y components of the inertial velocity can be written as

$$
\begin{align*}
& V_{I} \cos \chi=V_{A} \cos \psi+V_{W} \cos \psi_{W}  \tag{5.1}\\
& V_{I} \sin \chi=V_{A} \sin \psi+V_{W} \sin \psi_{W} \tag{5.2}
\end{align*}
$$

Rearranging we have

$$
\begin{align*}
& w_{x}=V_{W} \cos \psi_{W}=V_{I} \cos \chi-V_{A} \cos \psi  \tag{5.3}\\
& w_{y}=V_{W} \sin \psi_{W}=V_{I} \sin \chi-V_{A} \sin \psi \tag{5.4}
\end{align*}
$$

Eqs. 5.3 and 5.4 indicate that the x and y components of the wind profile can be measured if $V_{I}, \chi, V_{A}$, and $\psi$ can be measured. The inertial velocity and course $V_{I}$ and $\chi$ can be measured directly with a Global Positioning System (GPS) receiver, or are available as output from an inertial navigation system (INS). Determining the
airspeed azimuth can be done with a digital compass or an INS. These sensors provide the azimuth of some fixed axis on the body with respect to inertial coordinates and must be correlated to the airspeed measurement to determine the airspeed azimuth. The INS or compass output can only be used directly if the measurement axis is collinear with the axis of the air-data system. Measuring the airspeed magnitude $V$ requires an air-data system (ADS). This may include tri-axial pitot-static probes or a single-axis probe with angle-of-attack and sideslip sensors. If the payload is a returning spacecraft such as the NASA X-38 Crew Return Vehicle, a flush air-data system (FADS) may be available to provide the airspeed measurement. Assuming the vertical component of the wind is zero, the horizontal component of the airspeed can be extracted if both $V$ and the vertical inertial velocity $V_{z}$ are measured.

In general, the measurements are corrupted by noise. The measured values can be written as

$$
\begin{align*}
V_{I_{m}} & =V_{I}+\delta V_{I}  \tag{5.5}\\
V_{z_{m}} & =V_{z}+\delta V_{z}  \tag{5.6}\\
\chi_{m} & =\chi+\delta \chi  \tag{5.7}\\
V_{m} & =V+\delta V  \tag{5.8}\\
\psi_{m} & =\psi+\delta \psi \tag{5.9}
\end{align*}
$$

The typical error statistics for the $\delta$ quantities above for various sensors are given in Table 5.1.

We wish to estimate the wind components $w_{x}$ and $w_{y}$ as defined in Eqs. 5.3 and 5.4. The standard process models used for tracking random signals are linear in the filter states. However, we see that these quantities are a nonlinear function of the available measurements. This is because the physical quantities being measured are naturally expressed in polar coordinates whereas the desired quantities are given in Cartesian coordinates. In the current formulation, this would require the use of a nonlinear filter

| Measurement | RMS Error |
| :--- | :--- |
| Commercial 12-Channel GPS |  |
| Inertial Velocity | $0.1-0.2$ Knots |
| Inertial Course | $0.1-0.4^{\circ}$ |
|  |  |
| Digital Compass | $1-5^{\circ}$ |
| Heading Noise | $0-2^{\circ}$ |
| Heading Bias |  |
|  |  |
| Air Data System | $1-3 \mathrm{~m} / \mathrm{s}$ |
| Airspeed Magnitude | $0-2 \mathrm{~m} / \mathrm{s}$ |
| Airspeed Bias |  |

Table 5.1 Typical measurement errors for low-cost, commercially available sensors.
such as an Extended Kalman Filter or and Unscented (Sigma-Point) Kalman filter. The nonlinear Kalman filter implementations require careful tuning to achieve filter consistency and to avoid divergence. Since the nonlinearity arises from the nature of the measurements we will form pseudo-measurements that are linear in the filter states, allowing a linear Kalman filter implementation.

### 5.2 Forming the Filter Measurements

The first step in forming the required measurements is to extract the horizontal component of the airspeed magnitude from the available measurements. The airspeed magnitude and the vertical component of the inertial velocity can be used to determine the horizontal component of the airspeed vector. The vertical component of the inertial velocity is often available as a direct output of a GPS receiver or INS and is given by

$$
\begin{equation*}
V_{z}=V \sin \gamma \tag{5.10}
\end{equation*}
$$

assuming that the vertical component of the wind profile is zero. The horizontal component of the airspeed is

$$
\begin{equation*}
V_{A}=V \cos \gamma \tag{5.11}
\end{equation*}
$$

The horizontal airspeed measurement is then given by

$$
\begin{equation*}
V_{A}=\left(V^{2}-V_{z}^{2}\right)^{1 / 2} \tag{5.12}
\end{equation*}
$$

The mean and covariance of the horizontal airspeed 'measurement' based on the mean and covariance of the measurements of $V_{z_{m}}$ and $V_{m}$ are be found using the Unscented Transformation described in Appendix D.

The next step is to form the pseudo-measurements of the wind components $w_{x}$ and $w_{y}$. This involves a polar-to-Cartesian coordinate transformation of both the airspeed vector and the inertial velocity vector. In Appendix $C$ we show that blindly applying the standard conversion introduces a bias in the measurement mean and errors in the measurement covariance matrix. Therefore the unbiased conversion presented in Appendix C is used to create direct 'measurements' of the wind velocity components. In doing so we assume either the sideslip angle is zero or it has been accounted for in the measurement of $\psi$. Using Eqs. 5.3 and 5.4 we have

$$
\begin{align*}
& w_{x_{m}}=\lambda_{\chi}^{-1} V_{I_{m}} \cos \chi_{m}-\lambda_{\psi}^{-1} V_{A_{m}} \cos \psi_{m}  \tag{5.13}\\
& w_{y_{m}}=\lambda_{\chi}^{-1} V_{I_{m}} \sin \chi_{m}-\lambda_{\psi}^{-1} V_{A_{m}} \sin \psi_{m} \tag{5.14}
\end{align*}
$$

where $\lambda_{\chi}$ and $\lambda_{\psi}$ are defined in Table C. 1 in Appendix C.
Let $\mathbf{R}_{I}$ denote the covariance of the inertial speed transformation and $\mathbf{R}_{A}$ denote the covariance of the airspeed transformation where the components of the covariance matrices are given by Eqs. C.14-C.16. If we assume that the errors in the airspeed and inertial velocity conversions are uncorrelated, the covariance matrix for the wind component measurements is given by

$$
\begin{equation*}
\mathbf{R}_{k}=\mathbf{R}_{I}+\mathbf{R}_{A} \tag{5.15}
\end{equation*}
$$

| Measurement | RMS Error |
| :--- | :--- |
|  |  |
| $V_{I}$ | $0.7 \mathrm{~m} / \mathrm{s}$ |
| $V_{z}$ | $0.7 \mathrm{~m} / \mathrm{s}$ |
| $\chi$ | $2^{\circ}$ |
| $V$ | $2 \mathrm{~m} / \mathrm{s}$ |
| $\psi$ | $2^{\circ}$ |
|  |  |

Table 5.2 RMS measurement errors used in all simulations.
since the measurement errors are independent. This measurement covariance matrix can be used with any of the process models described in Appendix B and can also be used to determine the measurement variance for the fading memory filter that will be described in Section 5.5.

### 5.3 Simulated Measurements

To evaluate various filter designs we simulate the parafoil model in Eqs. 3.1-3.8. The canopy and loading are such that the nominal airspeed magnitude $V=20 \mathrm{~m} / \mathrm{s}$ and $\mathrm{L} / \mathrm{D}=3$. The measurement error statistics used in all simulations are given in Table 5.2. The initial altitude is set to 500 meters and the trajectory is a nominal example of a minimum control energy trajectory as discussed in Chapter 4. The wind profile considered is shown in Figure 5.2 and was generated by balloon sounding (43). The profile was selected for the level of wind speed variation along both axes. The ground track of the flown trajectory is shown in Figure 5.3. The sample time is selected as 5 Hz and the simulated measurements are given in Figure 5.4.


Figure 5.2 The wind profile used to generate simulated sensor measurements.

### 5.4 Wind Estimate Using Noisy Measurements Only

One might wonder the accuracy that can be achieved using only the noisy measurements. The tracking error was calculated by comparing the output of Eqs. 5.13 and 5.14 to the actual wind profile and the typical result is shown in Figure 5.5. The standard deviation for one example run was 1.42 and $1.88 \mathrm{~m} / \mathrm{s}$ for the x and y components, respectively. The maximum error for both channels was approximately $5 \mathrm{~m} / \mathrm{s}$. The tracking error using only noisy measurements is a significant fraction of the vehicle airspeed and thus not suitable for use in practice.


Figure 5.3 The ground track of the nominal trajectory used to generate simulated sensor measurements.

### 5.5 Wind Estimate Using a Fading Memory Filter

In this section we consider a first-order fading memory filter to reduce the tracking error. The filter update equation for each channel is given by

$$
\begin{equation*}
\hat{x}_{k}=\hat{x}_{k-1}+(1-\beta)\left(x_{k}^{*}-\hat{x}_{k-1}\right) \tag{5.16}
\end{equation*}
$$

where $\hat{x}_{k}$ is the filter estimate at the $k^{\text {th }}$ interval, $\beta$ is the filter gain, and $x_{k}^{*}$ is the measurement at the $k^{t h}$ interval. The variance of the estimation error can be shown to be

$$
\begin{equation*}
P_{11}=\left(\frac{1-\beta}{1+\beta}\right) \sigma^{2} \tag{5.17}
\end{equation*}
$$

where $\sigma$ is the standard deviation of the input signal.
The filter equation is applied to each of Eqs. 5.13-5.14 and the typical tracking error for $\beta=0.85$ is shown in Figure 5.6. The dotted lines correspond to the variance bounds calculated using Eq. 5.17. Theoretically the tracking error should lie within


Figure 5.4 Simulated sensor measurements for the nominal trajectory.
those bounds $66 \%$ of the time if the filter is consistent, which appears to be the case here. The standard deviation for one example run was 0.73 and $0.78 \mathrm{~m} / \mathrm{s}$ for the x and y components, respectively. The maximum tracking error in this example was $3 \mathrm{~m} / \mathrm{s}$ with typical tracking errors less than $1 \mathrm{~m} / \mathrm{s}$. We see that using a very simple filter reduces the standard deviation of the tracking error by approximately $50 \%$. and provides a much more reasonable estimate of the wind.

### 5.6 Wind Estimate Using a WNV Kalman Filter

In this section we apply a linear Kalman filter using the White Noise Velocity process model described in Appendix B. The Kalman filter equations are given in Appendix A. The state vector, fundamental matrix, process covariance matrix, and measurement matrices corresponding to this process model are given in Table 5.3.

The typical tracking error using $\Phi_{s}=1.0$ is shown in Figure 5.7. The dotted lines correspond to the variance of the state estimated by the Kalman filter. The standard


Figure 5.5 Tracking errors using the unbiased converted measurements only along the x - (top) and y -axes (bottom).
deviation for the example run shown here was 0.67 and $0.78 \mathrm{~m} / \mathrm{s}$ for the x and y channels, respectively. The maximum tracking error was $3 \mathrm{~m} / \mathrm{s}$ for this example, with typical tracking errors less than $1 \mathrm{~m} / \mathrm{s}$. Overall we see a minor improvement in tracking performance over the fading memory filter.

### 5.7 Wind Estimate Using a WNA Kalman Filter

In this section attempt to improve upon the performance of the WNV Kalman filter by increasing the order of the assumed state model. We now apply a linear Kalman filter using the White Noise Acceleration process model described in Appendix B. The state vector, fundamental matrix, process covariance matrix, and measurement matrices corresponding to this process model are given in Table 5.4.

The typical tracking error using $\Phi_{s}=0.80$ is shown in Figure 5.8. This is the same case as presented in the previous section and the output of this second-order filter

$$
\begin{array}{ll}
\mathbf{x}=\left[\begin{array}{l}
w_{x} \\
w_{y}
\end{array}\right] & \mathbf{\Phi}_{k}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] \\
\mathbf{Q}_{k}=\Phi_{s}\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] & \mathbf{H}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
\end{array}
$$

Table 5.3 The state vector, fundamental matrix, process noise covariance matrix, and measurement matrix for the WNV process model.

$$
\left.\begin{array}{lll}
\mathbf{x}=\left[\begin{array}{c}
w_{x} \\
\dot{w}_{x} \\
w_{y} \\
\dot{w}_{y}
\end{array}\right] & & \\
\mathbf{Q}_{k}=\Phi_{s}\left[\begin{array}{cccc}
\frac{T^{3}}{3} & \frac{T^{2}}{2} & 0 & 0 \\
\frac{T^{2}}{2} & T & 0 & 0 \\
0 & 0 & \frac{T^{3}}{3} & \frac{T^{2}}{2} \\
0 & 0 & \frac{T^{2}}{2} & T
\end{array}\right] & \mathbf{H}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & T \\
0 & 0 & 0 & 1
\end{array}\right] \\
0 & 0 & 1
\end{array} 0\right]\left[\begin{array}{l}
\end{array}\right.
$$

Table 5.4 The state vector, fundamental matrix, process noise covariance matrix, and measurement matrix for the WNA process model.


Figure 5.6 Tracking errors using a first-order fading memory filter with $\beta=0.85$ along the x - (top) and y -axes (bottom). The dotted lines correspond to the predicted variance calculated using Eq. 5.17.
appears identical to the output of the first-order filter. However, the standard deviation for the second order filter was 0.72 and $0.81 \mathrm{~m} / \mathrm{s}$ for the x and y channels, respectively. Thus we see a decrease in filter performance with increasing order for this example. This trend was found to be consistent when using other trajectories and wind profiles.

### 5.8 Wind Estimate Using a WPA Kalman Filter

Although we saw a decrease in performance when moving from the WNV filter to the WNA filter, it is possible that a further increase in filter order will yield better results. We now apply a linear Kalman filter using the Wiener Process Acceleration model described in Appendix B. The state vector, fundamental matrix, process covariance matrix, and measurement matrices corresponding to this process model are given in Table 5.5.


Figure 5.7 Tracking errors using a Kalman filter with a White Noise Velocity process model with $\Phi_{s}=1.0$ along the x- (top) and y-axes (bottom). The dotted lines correspond to the square-root of the predicted variance estimate provided by the filter.

Using the same example as in the previous two sections, the typical tracking error using $\Phi_{s}=2.0$ is shown in Figure 5.9. The standard deviation for this third-order filter was 0.73 and $0.86 \mathrm{~m} / \mathrm{s}$ for the x and y channels, respectively. The typical tracking error is on the order of $1 \mathrm{~m} / \mathrm{s}$ and is visibly worse than for the first- or second-order filters.

Our conclusion is then that there is no benefit to increasing filter order above first order using the WNV process model. Furthermore, for systems in which computational power is limited, we see that a first-order fading memory filter offers similar performance to the WNV Kalman filter implementation and only requires scalar operations. We see that RMS wind measurement errors on the order of $1 \mathrm{~m} / \mathrm{s}$ are possible even with measurements containing more noise than typical commercial off-the-shelf sensors are used.


Figure 5.8 Tracking errors using a Kalman filter with a White Noise Acceleration process model with $\Phi_{s}=0.8$ along the x - (top) and y-axes (bottom). The dotted lines correspond to the square-root of the predicted variance estimate provided by the filter.

$$
\begin{aligned}
\mathbf{x}=\left[\begin{array}{c}
w_{x} \\
\dot{w}_{x} \\
\ddot{w}_{x} \\
w_{y} \\
\dot{w}_{y} \\
\ddot{w}_{y}
\end{array}\right] \\
\mathbf{Q}_{k}=\Phi_{s}\left[\begin{array}{ccccccccc}
\frac{T^{5}}{20} & \frac{T^{4}}{8} & \frac{T^{3}}{6} & 0 & 0 & 0 \\
\frac{T^{4}}{8} & \frac{T^{3}}{3} & \frac{T^{2}}{2} & 0 & 0 & 0 \\
\frac{T^{3}}{6} & \frac{T^{2}}{2} & T & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{T^{5}}{20} & \frac{T^{4}}{8} & \frac{T^{3}}{6} \\
0 & 0 & 0 & \frac{T^{4}}{8} & \frac{T^{3}}{3} & \frac{T^{2}}{2} \\
0 & 1 & T & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & T & \frac{T^{2}}{2} \\
0 & 0 & 0 & 0 & 1 & T \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

Table 5.5 The state vector, fundamental matrix, process noise covariance matrix, and measurement matrix for the WPA process model.



Figure 5.9 Tracking errors using a Kalman filter with a Wiener Process Acceleration model with $\Phi_{s}=2.0$ along the x - (top) and y-axes (bottom). The dotted lines correspond to the square-root of the predicted variance estimate provided by the filter.

## CHAPTER 6. CLOSED LOOP GUIDANCE ALGORITHM

Given the initial condition of the parafoil, the trajectory planning algorithms in Chapter 4 are called on-board to generate a reference trajectory that satisfies all the required conditions/constraints. This reference trajectory provides the guidance information for the parafoil. If the trajectory planning algorithms are called in every guidance cycle to generate the trajectory based on the current navigation data, the profiles from the resulting trajectory provides closed-loop guidance. The guidance is closed-loop in the sense that the guidance commands depend on the current condition. Our proposed trajectory planning/guidance strategy is a hybrid combination of modified Dubins paths and the minimum control-energy paths. The reason for the hybrid approach is to take advantage of the strengths of minimum control-energy and modified Dubins path techniques so as to ensure the solution of a planned trajectory in all feasible cases. The minimum control-energy paths are desired to ease the power requirements of the system by reducing control line winch activity, and the solution is guaranteed to exist as long as the altitude margin is adequate. But robustness of convergence of the search process for the solution requires that the position offset from the target is not excessively large and the normalized altitude margin is greater than approximately one. On the other hand, the modified Dubins path converges well for large offset distances and altitude margins below one, but may suffer from nonexistence of the solution for the particular set of initial conditions and given time (altitude margin) in certain other cases.

Recall that the altitude margin $\eta$ is the excess maneuvering altitude normalized by the altitude required to complete one full turn at maximum turn rate. At each guid-
ance cycle the reference trajectory from the current position, orientation (azimuth), and altitude to the final position, orientation, and altitude is computed from the following steps:

1. Determine the initial position in the wind-fixed coordinate frame.
2. Determine the altitude required to complete all admissible Dubins paths.
3. Determine the normalized altitude margin $\eta$ from the optimal (minimum-time) Dubins path.
4. Determine the type of reference trajectory to calculate based on the following:

- If $\eta>5$ compute an energy management trajectory (discussed below).
- If $1<\eta \leq 5$ compute a minimum control-energy trajectory.
- If $0 \leq \eta \leq 1$ compute a modified Dubins trajectory.
- If $\eta<0$ track directly toward the target to minimize the miss distance.

5. Calculate and store $x^{*}(\tau), y^{*}(\tau)$, and $\psi^{*}(\tau)$

If at any guidance cycle the specified trajectory generation method fails to converge, an attempt is made using the other trajectory generation method. If neither method converges at a given guidance cycle for any reason the last known trajectory is used for the reference trajectory. The guidance logic is summarized in Figure 6.1. The reference trajectory can be re-planned at a specified update rate, or alternatively, the re-planning can be performed only when the trajectory tracking error exceeds a specified threshold.

The energy management trajectory mentioned above is a Dubins path from the current position to a nominal radius circle centered three minimum-turn-diameters from the origin in the wind-fixed frame. The nominal radius is specified by a turn rate equal to $80 \%$ of the specified maximum turn rate of the system. The center lies along lines
passing through the origin at $\pm 45^{\circ}$. The circle is located in the quadrant containing the current position of the system. The circle is tracked until the first guidance cycle update where $\eta \leq 5$. The idea behind this strategy is to bring the system close to the target using as little maneuvering energy as possible. This minimizes the potential drift due to uncertainty in the wind and canopy over- or under-performance. The position of the final turn circle is chosen to allow plenty of maneuvering room when the system exits the energy management phase and to promote rapid convergence of the terminal phase reference trajectory.

An example high margin trajectory is shown in Fig. 6.2. In this case the system has an $\mathrm{L} / \mathrm{D}$ of one, an airspeed of $12 \mathrm{~m} / \mathrm{s}$ and a maximum turn rate of $15^{\circ} / \mathrm{s}$. There is no wind in this case to highlight the shape and form of the trajectory. The initial altitude margin for this case was approximately seven.

Observe that the guidance logic is parameterized completely in terms of $\eta$ which is derived from the specified parafoil performance parameters $\left(L / D, V_{0}\right.$, and $\left.\dot{\psi}_{\max }\right)$ and the current conditions. Furthermore, the reduced order model used to generate the reference trajectories also uses these parameters. In this way the guidance algorithm is fully adaptable to parafoil canopies with a wide range of performance characteristics. The guidance algorithm does not need to be re-tuned in any way to accommodate variations in canopy performance.

Another key difference between this algorithm and some previous parafoil guidance algorithms is that the reduction of excess energy is performed near the end of the trajectory rather than early in the trajectory. This tends to make the algorithm more robust to unknown variations in the wind profile as well as errors in the model used for trajectory planning.


Figure 6.1 Summary of the guidance logic. This sequence is performed at every guidance update.


Figure 6.2 An example of a case with a high initial altitude margin $(\eta \cong 7)$ for a canopy with $L / D=1, V_{0}=12 \mathrm{~m} / \mathrm{s}$, and $\dot{\psi}_{\max }=15^{\circ} / \mathrm{sec}$. The initial Dubins path portion of the energy management phase is clearly distinguished in the upper-left portion of the figure. The terminal phase of the trajectory can be seen in the low-er-right portion of the figure.

## CHAPTER 7. TRAJECTORY TRACKING CONTROL

Once the trajectory has been planned, the parafoil is controlled to fly the planned trajectory until the reference trajectory is re-planned or updated. In this chapter we present a baseline control design for trajectory tracking. Let the reference trajectory be given by:

$$
\mathbf{x}^{*}=\left[\begin{array}{c}
x^{*}(\tau)  \tag{7.1}\\
y^{*}(\tau) \\
\psi^{*}(\tau)
\end{array}\right]
$$

and define the tracking error components to be

$$
\begin{align*}
& e_{1}=x(\tau)-x^{*}(\tau) \\
& e_{2}=y(\tau)-y^{*}(\tau)  \tag{7.2}\\
& e_{3}=\psi(\tau)-\psi^{*}(\tau)
\end{align*}
$$

By rotating the tracking error components $e_{1}$ and $e_{2}$ through an angle $\psi^{*}$ we can define the along-track and cross-track errors as

$$
\begin{align*}
e_{\text {atrack }} & =e_{1} \cos \psi^{*}+e_{2} \sin \psi^{*}  \tag{7.3}\\
e_{\text {xtrack }} & =e_{1} \sin \psi^{*}-e_{2} \cos \psi^{*}
\end{align*}
$$

The time rate of change of the cross-track error using $t$ rather than $\tau$ as the independent variable can be shown to be

$$
\begin{equation*}
\dot{e}_{\text {xtrack }}=\left(\dot{x}-\dot{x}^{*}\right) \sin \psi^{*}-\left(\dot{y}-\dot{y}^{*}\right) \cos \psi^{*}+\left(\left(x-x^{*}\right) \cos \psi^{*}+\left(y-y^{*}\right) \sin \psi^{*}\right) \dot{\psi}^{*} \tag{7.4}
\end{equation*}
$$

where $\dot{\psi}^{*}$ is known given the reference trajectory. From Eqs. (3.4-3.5) we see that to accurately determine $\dot{x}$ and $\dot{y}$ in the wind-fixed coordinate frame requires measurement
of the vehicle airspeed and flight path angle. Accurate measurement of both of these quantities is often difficult and increases the size and weight of the GNC hardware. As such, we use values provided from the equilibrium glide assumption to approximate the cross-track error derivative as

$$
\begin{align*}
\dot{e}_{\mathrm{xtrack}}= & V_{T} \cos \gamma_{T}\left[\left(\cos \psi-\cos \psi^{*}\right) \sin \psi^{*}-\left(\sin \psi-\sin \psi^{*}\right) \cos \psi^{*}\right] \\
& +\left(\left(x-x^{*}\right) \cos \psi^{*}+\left(y-y^{*}\right) \sin \psi^{*}\right) \dot{\psi}^{*}  \tag{7.5}\\
= & -V_{T} \cos \gamma_{T} \sin e_{3}+\left(e_{1} \cos \psi^{*}+e_{2} \sin \psi^{*}\right) \dot{\psi}^{*}
\end{align*}
$$

By linearizing the parafoil model in Eqs. (3.1)-(3.8) about a straight-line equilibrium glide condition, one can show that the transfer function from the lateral control input to the cross-track error is given by

$$
\begin{equation*}
\frac{e_{\mathrm{xtrack}}(s)}{\sigma_{\text {com }}(s)}=\frac{c}{s^{2}\left(s+1 / \tau_{\sigma}\right)} \tag{7.6}
\end{equation*}
$$

where $c$ is a constant depending on the wing loading and lift to drag ratio. Using a Routh array, one can show that proportional feedback control cannot stabilize this system. Therefore we propose a proportional-plus-derivative (PD) control law for the cross-track control channel so that the commanded input is given by

$$
\begin{equation*}
\sigma_{\mathrm{com}}=\sigma^{*}+k_{p_{\text {lat }}} e_{\text {xtrack }}+k_{d} \dot{e}_{\text {xtrack }} \tag{7.7}
\end{equation*}
$$

where $\sigma^{*}$ is the modeled bank angle corresponding to $\dot{\psi}^{*}$ and $k_{p_{l a t}}>0$ and $k_{d}>0$ are appropriately selected constants. This control law will stabilize the cross-track error dynamics as long $k_{d} / k_{p_{\text {lat }}}>\tau_{\sigma}$.

For the along-track error dynamics, linearization of Eqs. (3.1)-(3.8) yields a fourthorder transfer function for the along-track response due to longitudinal control input $\varepsilon_{\text {com }}$. Two poles lie on the real axis, on at the origin and one located at $-1 / \tau_{\varepsilon}$. Furthermore, there is one zero on the real axis and two complex poles in the left-half plane, the locations of which depend on the wing loading and lift to drag ratio of the system.

The zero typically lies to the left of the actuator pole for practical wing loadings and practical values of $\tau_{\varepsilon}$. Therefore, for parafoil systems for which longitudinal control is available we propose a proportional control law for the along-track control channel so that the commanded input is given by

$$
\begin{equation*}
\varepsilon_{\text {com }}=k_{p_{\text {lon }}} e_{\text {atrack }} \tag{7.8}
\end{equation*}
$$

where we note $\varepsilon_{\text {trim }}=0$ as discussed above. This control law will stabilize the along-track error dynamics for sufficiently small values of $k_{p_{\text {lon }}}>0$.

## CHAPTER 8. SIMULATION RESULTS

In this chapter we present the results of a series of Monte Carlo simulations which were performed to study the robustness of the guidance algorithm to navigation errors, uncertainty in the a priori wind profile, uncertainty in the payload mass, and uncertainty in the canopy performance.

### 8.1 Simulation Setup

To evaluate the GNC concept, the model in Eqs. 3.1-3.8 is used to represent the true motion of the parafoil. The aerodynamic model from Ref. (37) using parameters given in Table 8.1 is used to generate the lift and drag coefficients as functions of the symmetric flap (brake) deflection and rigging angle. Here we assume that $\dot{\alpha}=0$ and use the value of $\alpha$ corresponding to a pitching moment of zero. Data are given for rigging angles ranging from $-4^{\circ}$ to $10^{\circ}$ at symmetric flap settings of zero, half, and full deflection. We choose to use symmetric flap setting for longitudinal control and select a rigging angle of $4^{\circ}$ and a trim flap setting of $70 \%$ brakes which gives L/D equal to 2.1. The allowable range of symmetric flap deflection is from $50 \%$ to $90 \%$ (i.e. $\varepsilon \in[-0.2,0.2]$ ) which allows L/D to vary from 1.7 to 2.9.

Using the above aerodynamic model we consider two parafoils with significant differences in performance. Parafoil 1 represents a typical small- to mid-scale system characterized by a moderate maximum turn rate and moderate to fast control response. We consider a maximum turn rate of $30^{\circ} / \mathrm{s}$ and a canopy area of $28 \mathrm{~m}^{2}$ that is lightly

| Canopy Area $(S)$ | $28 \mathrm{~m}^{2}$ |
| :--- | :--- |
| Aspect Ratio $(A)$ | 2.0 |
| Canopy Mass $\left(m_{c}\right)$ | 5 kg |
| Payload Mass $\left(m_{p}\right)$ | 135 kg |
| Line Length to Canopy Span Ratio $(R / b)$ | 1.0 |
| Number of Lines $(n)$ | 40 |
| Line Diameter $(d)$ | 0.0035 m |

Table 8.1 Parameters used to generate $C_{L}$ and $C_{D}$ vs. symmetric brake deflection using Reference (37).
loaded at $5 \mathrm{~kg} / \mathrm{m}^{2}$ which leads to a glide airspeed of $9.27 \mathrm{~m} / \mathrm{s}$ and a minimum turn radius of 15.7 m . Parafoil 2 represents a typical large-scale system that is characterized by a slow maximum turn rate and slow control response. We consider a maximum turn rate of $10^{\circ} / \mathrm{s}$ and a canopy area of $560 \mathrm{~m}^{2}$ that is highly loaded at $20 \mathrm{~kg} / \mathrm{m}^{2}$ which leads to a glide airspeed of $18.5 \mathrm{~m} / \mathrm{s}$ and a minimum turn radius of 98.1 m . These and other parameters required for the simulation and guidance algorithm are summarized in Table 8.1. The trajectory planning algorithm uses a maximum turn rate that is $80 \%$ of the nominal value both to increase robustness to parameter uncertainty and to allow sufficient control margin for the tracking controller.

Real-world wind data are used in all simulations. The wind profiles are randomly selected from a database containing the daily NOAA balloon sounding profiles(43). The wind data are linearly interpolated between data points and the wind speeds were scaled so that they do not exceed $30 \mathrm{~m} / \mathrm{s}$. The initial altitude is fixed to 600 m for Parafoil 1 and 1200 m for Parafoil 2 for all simulations. The initial position is uniformly dispersed within a 800-meter square centered on the position of the target in the wind fixed coordinate frame, where the a-priori wind profile is used to calculate the position in the wind-fixed frame. The initial heading is uniformly dispersed between 0 and $2 \pi$.

The terminal portion of a typical closed-loop trajectory for Parafoil 1 in the presence

| Parameter | Parafoil 1 | Parafoil 2 |
| :--- | :--- | :--- |
| Equilibrium Glide Velocity $\left(V_{0}\right)$ | $9.27 \mathrm{~m} / \mathrm{s}$ | $18.5 \mathrm{~m} / \mathrm{s}$ |
| Equilibrium Glide Path Angle $\left(\gamma_{G}\right)$ | $-25.2^{\circ}$ | $-25.2^{\circ}$ |
| Maximum Turn Rate $\left(\dot{\psi}_{\max }\right)$ | $30^{\circ} / \mathrm{s}$ | $10^{\circ} / \mathrm{s}$ |
| Maximum Bank Rate $\left(\dot{\sigma}_{\max }\right)$ | $30^{\circ} / \mathrm{s}$ | $5^{\circ} / \mathrm{s}$ |
| Maximum Lon. Control Rate $\left(\dot{\varepsilon}_{\max }\right)$ | $20 \% / \mathrm{s}$ | $10 \% / \mathrm{s}$ |
| Bank Time Constant $\left(\tau_{\sigma}\right)$ | 1.0 | 2.0 |
| Lon. Control Time Constant $\left(\tau_{\varepsilon}\right)$ | 0.8 | 2.0 |
| Lon. Control Proportional Gain $\left(k_{p_{l o n}}\right)$ | 0.06 | 0.012 |
| Lat. Control Proportional Gain $\left(k_{p_{l a t}}\right)$ | 0.026 | 0.013 |
| Lat. Control Derivative Gain $\left(k_{d}\right)$ | 0.04 | 0.0665 |

Table 8.2 Parameters required by the guidance algorithm and for the simulation.
of wind uncertainty is shown in Fig. 8.1. In this case only lateral control was used and the reference trajectory was re-planned whenever the tracking error exceeded 10 meters. The dark arrows indicate the true wind velocity and direction, and the light arrows indicate the expected wind velocity and direction from the a priori wind profile. In this case, the true wind velocity is nearly half of the expected value for most of the trajectory. The closed-loop guidance was able to overcome the wind uncertainty and the final miss distance was 12 meters.

### 8.2 Sensitivity to Sensor Noise

Figures 8.2 and 8.3 present the results from 100 simulated drops of Parafoil 1 and Parafoil 2, respectively, that have perfect knowledge of the wind profile $(\tilde{\mathbf{W}}(\tau)=0)$. In the simulations navigation errors/uncertainty with statistics given in Table 3 are added that are unknown to the guidance and control. For each of the dispersed cases the simulation is performed with both longitudinal and cross-track control and with only cross-track control only, respectively. The dashed circles correspond to one and two minimum turn radii. It is illustrative to compare the landing position with the system


Figure 8.1 This is the terminal phase of a typical closed-loop trajectory for Parafoil 1 in the presence of wind uncertainty. Observe that the true wind velocity magnitude (dark) is nearly half of the expected value (light) for most of the trajectory.
turn radius as this gives reference to the maneuverability of the system. For Parafoil 1, the average and maximum miss distances for this case are 1.8 and 4.5 m for the system with both longitudinal and lateral control and 2.2 and 10.4 m for the system with only lateral control. For Parafoil 2, the average and maximum miss distances are 5.24 and 11.45 m for the system with both longitudinal and lateral control and 6.42 and 19.61 m for the system with only lateral control. We see that for both Parafoil 1 and Parafoil 2 that all landings occur well within one minimum turn radii and that the landing errors

| Position Error | $<1 \mathrm{~m}$, time-correlated |
| :--- | :--- |
| Altitude Error | $<1.7 \mathrm{~m}$, time-correlated |
| Compass Bias | $2^{\circ}(1 \sigma)$ |
| Compass Noise | $2^{\circ}(1 \sigma)$ |

Table 8.3 Sensor error statistics.
are larger in the downrange direction with the effect more pronounced for the system without longitudinal control. The elongation is primarily due to errors in the measured altitude, as every meter of altitude measurement error corresponds to approximately 2 meters of landing error in the absence of wind and at nominal $\varepsilon=0$.

### 8.3 Sensitivity to Payload Mass Dispersion

Uncertainty in the payload mass leads to errors in the wing loading and thus the glide airspeed. Uncertainty in the glide airspeed introduces errors into the estimation of position in the wind fixed coordinate frame (see Eqs. 3.30-3.31) and errors in the modeled turn rate for a given flap deflection. The mass for each simulation run is modeled as

$$
\begin{equation*}
m=m_{\mathrm{nom}}(1+\delta) \tag{8.1}
\end{equation*}
$$

where $m_{\text {nom }}$ is the expected mass value and $\delta$ is a zero-mean Gaussian-distributed random variable.

Figures 8.4 and 8.5 show the results of 100 simulated drops of Parafoil 1 and Parafoil 2 , respectively, for which $\delta$ has a standard deviation $\sigma=0.05$. For Parafoil 1 the average and maximum miss distances are 0.35 and 0.90 m for the system with both longitudinal and lateral control and 2.60 and 11.8 m for the system with only lateral control. For Parafoil 2 the average and maximum miss distances are 1.04 and 3.31 m for the system with both longitudinal and lateral control and 5.49 and 25.02 m for the system with


Figure 8.2 Landing dispersion results for Parafoil 1 for the case where the wind profile is perfectly known and navigation errors are present. Left: System with longitudinal and lateral control. Right: System with lateral control only.
only lateral control.
Figures 8.6 and 8.7 show the results of 100 simulated drops of Parafoil 1 and Parafoil 2 , respectively, for which $\delta$ has a standard deviation $\sigma=0.10$. For Parafoil 1 the average and maximum miss distances are 0.6 and 22.9 m for the system with both longitudinal and lateral control and 4.3 and 26.2 m for the system with only lateral control. For Parafoil 2 the average and maximum miss distances are 1.52 and 7.81 m for the system with both longitudinal and lateral control and 7.69 and 108.7 m for the system with only lateral control.

We see for both Parafoil 1 and Parafoil 2 that the system with both control channels


Figure 8.3 Landing dispersion results for Parafoil 2 for the case where the wind profile is perfectly known and navigation errors are present. Left: System with longitudinal and lateral control. Right: System with lateral control only.
are largely insensitive to variations in mass while the system with only lateral control see a degradation in landing accuracy. However, even with large dispersions in payload mass, both Parafoil 1 and Parafoil 2 are are able to land within one minimum turn radii $98 \%$ of the time.

### 8.4 Sensitivity to $C_{L}$ and $C_{D}$ Dispersions

Uncertainty in the trim values of $C_{L}$ and $C_{D}$ lead to errors in both the expected glide path angle and the expected glide airspeed.The true trim lift and drag coefficients for


Figure 8.4 Landing dispersion results for Parafoil 1 for the case where the wind profile is perfectly known and the payload mass is varied $\pm 5 \%(1 \sigma)$ from the nominal value. Left: System with longitudinal and lateral control. Right: System with lateral control only.
each run are modeled as

$$
\begin{align*}
& C_{L}=C_{L_{\mathrm{nom}}}\left(1+\delta_{1}\right)  \tag{8.2}\\
& C_{D}=C_{D_{\mathrm{nom}}}\left(1+\delta_{2}\right)
\end{align*}
$$

where $\delta_{1}$ and $\delta_{2}$ are independent zero-mean Gaussian-distributed random variables.
Figures 8.8 and 8.9 show the results of 100 simulated drops of Parafoil 1 and Parafoil 2 , respectively, for which $\delta_{1}$ and $\delta_{2}$ each have a standard deviation $\sigma=0.05$. This represents a moderate variation from the expected canopy performance. For Parafoil 1 the average and maximum miss distances are 0.7 and 2.5 m for the system with both longitudinal and lateral control, and 14.6 and 75.2 m for the system with only


Figure 8.5 Landing dispersion results for Parafoil 2 for the case where the wind profile is perfectly known and the payload mass is varied $\pm 5 \%(1 \sigma)$ from the nominal value. Left: System with longitudinal and lateral control. Right: System with lateral control only.
lateral control. For Parafoil 2 the average and maximum miss distances are 4.48 and 44.9 m for the system with both longitudinal and lateral control, and 30.7 and 150.8 m for the system with only lateral control. For both Parafoil 1 and Parafoil 2 we see that the system with both longitudinal and lateral control is able to compensate for the performance variation with all cases landing well within one minimum turn radii. However, system with only lateral control is much more sensitive to variations in canopy performance. In all of the landings occurring outside of one minimum turn radius the ratio $L / D$ is much lower than the expected value. Thus trajectory planning in the early


Figure 8.6 Landing dispersion results for Parafoil 1 for the case where the wind profile is perfectly known and the payload mass is varied $\pm 10 \%(1 \sigma)$ from the nominal value. Left: System with longitudinal and lateral control. Right: System with lateral control only.
portion of the trajectory assumes the maneuvering energy to be larger than it actually is and at some point along the trajectory the true altitude margin becomes negative and it is no longer possible to reach the target.

Figures 8.10 and 8.11 show the results of 100 simulated drops of Parafoil 1 and Parafoil 2, respectively, for which $\delta_{1}$ and $\delta_{2}$ each have a standard deviation $\sigma=0.10$. This represents a large variation from the expected canopy performance. For Parafoil 1 the average and maximum miss distances are 1.55 and 24.4 m for the system with both longitudinal and lateral control and 28.4 and 276.8 m for the system with only


Figure 8.7 Landing dispersion results for Parafoil 2 for the case where the wind profile is perfectly known and the payload mass is varied $\pm 10 \% ~(1 \sigma)$ from the nominal value. Left: System with longitudinal and lateral control. Right: System with lateral control only.
lateral control. For Parafoil 2 the average and maximum miss distances are 8.94 and 61.4 m for the system with both longitudinal and lateral control and 60.8 and 348.9 m for the system with only lateral control. Again, for both Parafoil 1 and Parafoil 2 we see that the system with longitudinal control is able to compensate for the uncertainty in canopy performance. On the other hand, the system with only lateral control sees a dramatic reduction in landing accuracy. However, we see that even with a large degree of uncertainty in the canopy performance, over $90 \%$ of the landings still occur within 100 m of the target for both Parafoil 1 and Parafoil 2.


Figure 8.8 Landing dispersion results for Parafoil 1 for the case where the wind profile is perfectly known and the $C_{L}$ and $C_{D}$ are varied $\pm 5 \%(1 \sigma)$ from the nominal values. Left: System with longitudinal and lateral control. Right: System with lateral control only.

### 8.5 Sensitivity to Wind Profile Errors

The wind profile has a strong effect on the motion of the parafoil/payload system. In general, the uncertainty in the assumed a priori wind profile will be time-correlated in both magnitude and direction. The azimuth of the perturbation could lie in any direction. In this study we model both the magnitude and direction of the wind field perturbation as a random walk.

Figures 8.12 and 8.13 present the results from 100 simulated drops of Parafoil 1 and Parafoil 2, respectively, for which the random walk realization corresponding to the wind


Figure 8.9 Landing dispersion results for Parafoil 2 for the case where the wind profile is perfectly known and the $C_{L}$ and $C_{D}$ are varied $\pm 5 \%(1 \sigma)$ from the nominal values. Left: System with longitudinal and lateral control. Right: System with lateral control only.
velocity perturbation is bounded such that

$$
\begin{equation*}
|\tilde{\mathbf{W}}(\tau)| \leq 0.2 V_{0} \tag{8.3}
\end{equation*}
$$

for both Parafoil 1 and Parafoil 2. For Parafoil 1, the average and maximum miss distances are 0.88 and 3.45 m for the system with both longitudinal and lateral control, and 8.0 and 51.5 m for the system with only lateral control. For Parafoil 2, the average and maximum miss distances are 5.79 and 104.2 m for the system with both longitudinal and lateral control and 27.2 and 645.9 for the system with only lateral control. We see that for both Parafoil 1 and Parafoil 2 that the system with longitudinal and lateral


Figure 8.10 Landing dispersion results for Parafoil 1 for the case where the wind profile is perfectly known and the $C_{L}$ and $C_{D}$ are varied $\pm 10 \%$ ( $1 \sigma$ ) from the nominal values. Left: System with longitudinal and lateral control. Right: System with lateral control only.
control is able to compensate for the wind uncertainty. For Parafoil 1 all of the cases land within one minimum turn radius, and for Parafoil 2 all but one case lands within one minimum turn radius.

On the other hand, the system with only lateral control is more sensitive to errors in the a priori wind profile. For Parafoil 1 we have 10 cases landing outside of one minimum turn radius, 4 of which are outside of two minimum turn radii. The larger landing dispersion is due primarily to errors in estimating position in the wind fixed coordinate frame early in the trajectory eventually causing the true altitude margin


Figure 8.11 Landing dispersion results for Parafoil 2 for the case where the wind profile is perfectly known and the $C_{L}$ and $C_{D}$ are varied $\pm 10 \% ~(1 \sigma)$ from the nominal values. Left: System with longitudinal and lateral control. Right: System with lateral control only.
(based off the actual wind profile) to go negative and the inability to decrease the alongtrack trajectory error later in the trajectory.

Figures 8.14 and 8.15 present the results from 100 simulated drops of Parafoil 1 and Parafoil 2, respectively, for which the random walk realization corresponding to the wind velocity perturbation is bounded such that

$$
\begin{equation*}
|\tilde{\mathbf{W}}(\tau)| \leq 0.4 V_{0} \tag{8.4}
\end{equation*}
$$

which represents a large variation of the expected wind velocity compared to the vehicle airspeed. For Parafoil 1 the average and maximum miss distances are 1.97 and 14.7
m for the system with both longitudinal and lateral control and 24.1 and 187.0 m for the system with only lateral control. For Parafoil 2 the average and maximum miss distances are 12.3 and 475.8 m for the system with both longitudinal and lateral control and 53.6 and 495.6 m for the system with only lateral control. Again, for both Parafoil 1 and Parafoil 2 the system with longitudinal control is able to overcome the wind profile variation and have at least $99 \%$ of cases land within one minimum turn radii. The system with only lateral control does still achieve $80 \%$ of landings within two minimum turn radii, however it is apparent that lower wing loadings should be avoided when longitudinal control is not available.

### 8.6 Performance With All Dispersions

Figure 8.16 presents the results from 100 simulated drops for Parafoil 1 with all dispersions active including sensor noise, mass, $C_{L}$ and $C_{D}$, and wind uncertainty all as described above. The average and maximum miss distances are 2.0 and 5.8 m for the system with both longitudinal and lateral control, and 18.8 and 206 m for the system with only lateral control. The system with longitudinal control again has all of the cases landing within the minimum turn radius circle. This shows that overall the system with longitudinal control is robust to sensor noise, parameter uncertainty, and wind variation. The system with only lateral control has 30 cases landing outside the minimum turn radius circle and 17 cases landing outside the two turn radii circle. As with previous cases, uncertainty in system parameters and the a priori wind profile lead to errors in estimating position in the wind fixed coordinate frame which couple with the inability to reduce along-track error lead to a larger landing dispersion.

Figure 8.17 presents the results from 100 simulated drops for Parafoil 2 with all dispersions active including sensor noise, mass, $C_{L}$ and $C_{D}$, and wind uncertainty all as described above. The average and maximum miss distances are 12.5 and 351 m for the


Figure 8．12 Landing dispersion results for Parafoil 1 for the case where there wind profile magnitude is in error by $20 \%$ of the nominal vehicle airspeed and the direction varies from 0 to $360^{\circ}$ ．Left： System with longitudinal and lateral control．Right：System with lateral control only．
system with both longitudinal and lateral control，and 51.1 and 557 m for the system with only lateral control．As with the smaller parafoil we see that the system with longitudinal control is largely robust to uncertainty in parameters and the wind profile． There are 2 cases that land outside the minimum turn radius circle and 1 outside of the two turn radii circle．These are cases where the wind uncertainty is largely biased along the negative x－axis and the canopy performance is significantly less than expected．The system with lateral control only has 10 cases outside the minimum turn radius circle and 2 outside of the two turn radii circle．As compared to the results for Parafoil 1，


Figure 8.13 Landing dispersion results for Parafoil 2 for the case where there wind profile magnitude is in error by $20 \%$ of the nominal vehicle airspeed and the direction varies from 0 to $360^{\circ}$. Left: System with longitudinal and lateral control. Right: System with lateral control only.
we see that Parafoil 2 generally has a smaller landing dispersion pattern compared to its minimum turn radius for both cases with and without longitudinal control. This is largely due to the larger nominal airspeed for Parafoil 2 that reduces errors in estimating position in the wind fixed coordinate and decreases sensitivity to unknown variations in the wind.

| Perturbation | Parafoil 1 <br> Lat. Control <br> $(\mathrm{avg} / \mathrm{max})$ | Parafoil 1 <br> Lat.+Lon. Control <br> $(\mathrm{avg} / \mathrm{max})$ | Parafoil 2 <br> Lat. Control <br> $(\mathrm{avg} / \mathrm{max})$ | Parafoil 2 <br> Lat.+Lon. Control <br> $(\mathrm{avg} / \mathrm{max})$ |
| :--- | :---: | :---: | :---: | :---: |
| Sensor Noise | $2.2 / 10.4 \mathrm{~m}$ | $1.8 / 4.5 \mathrm{~m}$ | $6.42 / 19.6 \mathrm{~m}$ | $5.24 / 11.5 \mathrm{~m}$ |
| $5 \%$ Mass | $2.60 / 11.8 \mathrm{~m}$ | $0.34 / 0.90 \mathrm{~m}$ | $5.49 / 28.0 \mathrm{~m}$ | $1.04 / 3.31 \mathrm{~m}$ |
| $10 \%$ Mass | $4.3 / 26.2 \mathrm{~m}$ | $0.6 / 22.9 \mathrm{~m}$ | $7.69 / 109 \mathrm{~m}$ | $1.52 / 7.81 \mathrm{~m}$ |
| $5 \% C_{L}$ and $C_{D}$ | $14.6 / 75.2 \mathrm{~m}$ | $0.7 / 2.5 \mathrm{~m}$ | $30.7 / 151 \mathrm{~m}$ | $4.48 / 44.9 \mathrm{~m}$ |
| $10 \% C_{L}$ and $C_{D}$ | $28.4 / 276 \mathrm{~m}$ | $1.55 / 24.4 \mathrm{~m}$ | $60.8 / 349 \mathrm{~m}$ | $8.94 / 61.4 \mathrm{~m}$ |
| $20 \%$ Wind | $8.0 / 51.5 \mathrm{~m}$ | $0.88 / 3.45 \mathrm{~m}$ | $27.2 / 646$ | $5.79 / 104 \mathrm{~m}$ |
| $40 \%$ Wind | $24.1 / 187 \mathrm{~m}$ | $1.97 / 14.7 \mathrm{~m}$ | $53.6 / 496 \mathrm{~m}$ | $12.3 / 476 \mathrm{~m}$ |
| All | $18.8 / 206 \mathrm{~m}$ | $2.0 / 5.8 \mathrm{~m}$ | $51.1 / 557 \mathrm{~m}$ | $12.5 / 351$ |

Table 8.4 Summary of simulation results for Parafoil 1 and Parafoil 2. The

mass, $5 \%$ variation of $C_{L}$ and $C_{D}$, and $20 \%$ variation in wind.


Figure 8.14 Landing dispersion results for Parafoil 1 for the case where there wind profile magnitude is in error by $40 \%$ of the nominal vehicle airspeed and the direction varies from 0 to $360^{\circ}$. Left: System with longitudinal and lateral control. Right: System with lateral control only.

### 8.7 Performance with Wind Estimation

In Chapter 5 we developed filters for estimating the local wind speed components. In this section we will consider one potential method of using this information to improve the landing accuracy. The results from the preceding sections indicate that when longitudinal control is available the landing dispersion is largely unchanged in the presence of even significant variations of the true wind field from the expected a priori wind field. In this study we shall only consider applying the measured data to improving the landing dispersion for systems with lateral control only.


Figure 8.15 Landing dispersion results for Parafoil 2 for the case where there wind profile magnitude is in error by $40 \%$ of the nominal vehicle airspeed and the direction varies from 0 to $360^{\circ}$. Left: System with longitudinal and lateral control. Right: System with lateral control only.

In the most general case, the variation of the true wind profile from the expected a priori wind profile can have any magnitude and may be in any direction. In Chapter 3 we showed that the perturbation could be written as a function of altitude or time only. In this study, we assume that the perturbation is given by a bounded random process which is correlated in time. In general it is difficult to predict the value of the perturbation at some future time based on knowledge of the value of the perturbation at the current time. Our approach here is to assume that the perturbation remains constant at the current filtered value for the remainder of the flight.

Landing Dispersion for Parafoil 1 for Sensor Noise and Wind and Parameter Uncertainty


Figure 8.16 Landing dispersion results for Parafoil 1 for the case including navigation errors, wind uncertainty, and variations in aerodynamic performance and payload mass. Left: System with longitudinal and lateral control. Right: System with lateral control only.

Figure 8.18 shows the results of 50 simulated drops of Parafoil 2 for which the wind profile perturbation (the true value of which is unknown to the guidance and control) is constant. The left plot shows cases where the magnitude is uniformly distributed between 0 and $4 \mathrm{~m} / \mathrm{s}$ and the direction is uniformly distributed between 0 and $2 \pi$. The right plot shows cases where the magnitude is uniformly distributed between 0 and 8 $\mathrm{m} / \mathrm{s}$. The average and maximum miss distances are 8.10 and 34.4 m for the first case and 5.74 and 27.4 m for the second case. We see that when the wind perturbation is constant (i.e. matches the assumed perturbation) that wind estimation can significantly

Landing Dispersion for Parafoil 2 for Sensor Noise and Wind and Parameter Uncertainty



Figure 8.17 Landing dispersion results for Parafoil 2 for the case including navigation errors, wind uncertainty, and variations in aerodynamic performance and payload mass. Left: System with longitudinal and lateral control. Right: System with lateral control only.
reduce the landing dispersion (compare Figure 8.18 to the right side plots of Figures 8.13 and 8.15).

For the remaining cases we will model the magnitude and direction of the wind field perturbation as a bounded first-order Markov process. The process is given by

$$
\begin{equation*}
\tilde{x}_{k+1}=0.999 x_{k}+\delta \tag{8.5}
\end{equation*}
$$

where $\delta$ is a zero mean Gaussian distributed random variable with a standard deviation $\sigma=0.1$. The bound is enforced by generating a realization of the process and scaling it so that the maximum value is equal to the bound. The direction variation is centered

Landing Disp. for Parafoil 2 with Const. Wind Uncertainty and Wind Est.


Figure 8.18 Landing dispersion results for Parafoil 2 with wind estimation for the case where the wind perturbation is constant. Left: wind error magnitude is uniformly distributed on $[0,4] \mathrm{m} / \mathrm{s}$, Right: wind error magnitude is uniformly distributed on $[0,8]$ $\mathrm{m} / \mathrm{s}$.
on a random azimuth which is uniformly distributed from 0 to $2 \pi$.
Figure 8.19 presents the results from 50 simulated drops of Parafoil 2 for which the wind direction perturbation is bounded to be less than 15 degrees. The left plot shows cases where the velocity perturbation is bounded to be less than $4 \mathrm{~m} / \mathrm{s}$ and the right plot shows cases where the bound is $8 \mathrm{~m} / \mathrm{s}$. The average and maximum miss distances are 13.6 and 175 m for the first case and 28.5 and 211 m for the second case. As compared to the case with a constant wind field perturbation we see that even a small directional variance begins to degrade the landing accuracy.


Figure 8.19 Landing dispersion results for Parafoil 2 with wind estimation for the case where the direction of the wind perturbation is limited to be within a $15^{\circ}$ window. Left: wind error magnitude is a first-order Markov process bounded by $[0,4] \mathrm{m} / \mathrm{s}$, Right: bounded by $[0,8] \mathrm{m} / \mathrm{s}$.

Figure 8.20 presents the results from 50 simulated drops of Parafoil 2 for which the wind direction perturbation is bounded to be less than 30 degrees. The left plot shows cases where the velocity perturbation is bounded to be less than $4 \mathrm{~m} / \mathrm{s}$ and the right plot shows cases where the bound is $8 \mathrm{~m} / \mathrm{s}$. The average and maximum miss distances are 16.5 and 216 for the first case and 42.9 and 406 m for the second case. Again we not that an increase in the allowed directional variation of the wind perturbation has a negative effect on landing accuracy.

Figure 8.21 presents the results from 50 simulated drops of Parafoil 2 for which the


Figure 8.20 Landing dispersion results for Parafoil 2 with wind estimation for the case where the direction of the wind perturbation is limited to be within a $30^{\circ}$ window. Left: wind error magnitude is a first-order Markov process bounded by $[0,4] \mathrm{m} / \mathrm{s}$, Right: bounded by $[0,8] \mathrm{m} / \mathrm{s}$.
wind direction perturbation is bounded to be less than 60 degrees. The left plot shows cases where the velocity perturbation is bounded to be less than $4 \mathrm{~m} / \mathrm{s}$ and the right plot shows cases where the bound is $8 \mathrm{~m} / \mathrm{s}$. The average and maximum miss distances are 26.6 and 438 for the first case and 312 and 1598 m for the second case. For this case we see that with a maximum wind speed variation of $4 \mathrm{~m} / \mathrm{s}$ most cases land within one minimum turn radius. However when the maximum wind speed variation is increased to $8 \mathrm{~m} / \mathrm{s}$ there is a dramatic reduction in landing performance with many cases landing well outside of two minimum turn radii. Increasing the bounds on the directional variation

| Directional Variation | $4 \mathrm{~m} / \mathrm{s}$ Speed Variation <br> $(\operatorname{Avg} / \operatorname{Max})$ | $8 \mathrm{~m} / \mathrm{s}$ Speed Variation <br> $(\operatorname{Avg} / \operatorname{Max})$ |
| :--- | :---: | :---: |
|  |  |  |
| Constnt | $8.10 / 34.4 \mathrm{~m}$ | $5.74 / 27.4 \mathrm{~m}$ |
| 15 deg | $13.6 / 175 \mathrm{~m}$ | $28.5 / 211 \mathrm{~m}$ |
| 30 deg | $16.5 / 216 \mathrm{~m}$ | $42.9 / 406 \mathrm{~m}$ |
| 60 deg | $26.6 / 438 \mathrm{~m}$ | $312 / 1598 \mathrm{~m}$ |

Table 8.5 Summary of simulation results for Parafoil 2 using on-board wind estimation in an attempt to improve landing accuracy in the presence of unknown wind field variation.
above 60 degrees further increases the landing dispersion. Recall, we mentioned that it is difficult or impossible to infer or predict the wind perturbation at future altitudes based on measurements of the perturbation at the current altitude. Since no other information is available, this led to the assumption that the wind perturbation remains constant from the current altitude to the ground. For small directional variation we do see improvement in landing accuracy by using wind estimation. However, as the directional variability increases we actually see a degradation in performance (compare the right plots of Figures 8.21 and 8.15). Thus, the application of wind estimation may have limited practical use when the expected wind field perturbation from the a priori wind profile is large. A summary of the results of simulations using wind estimation is given in Table 8.7.

## Landing Disp. for Parafoil 2 with $60^{\circ}$ Wind Uncertainty and Wind Est.



Figure 8.21 Landing dispersion results for Parafoil 2 with wind estimation for the case where the direction of the wind perturbation is limited to be within a $60^{\circ}$ window. Left: wind error magnitude is a first-order Markov process bounded by $[0,4] \mathrm{m} / \mathrm{s}$, Right: bounded by $[0,8] \mathrm{m} / \mathrm{s}$.

## CHAPTER 9. CONCLUSION

This dissertation presents an advanced guidance algorithm for a broad class of autonomous parafoils that encompass gross variations in the lift to drag ratio, wing loading, and maximum turn rate. The foundation of the algorithm is a fixed-time trajectory planner which generates one of two types of trajectories, both with a fixed final heading, based on the position relative to the target and known information on the wind profile and parafoil canopy performance. The planning algorithm utilizes a low-fidelity model which requires only three parameters that adequately summarize the behavior of the system and are readily available for a given canopy and payload weight. In this way the guidance is fully parameterized on known information about the system and is readily adapted to different canopies and/or payloads.

The algorithm was demonstrated for two different classes of parafoil systems, one a typical small- to mid-scale canopy with light loading, and the other a typical large-scale system with high loading. Cases were run for both systems using lateral control only and lateral plus longitudinal control. It was shown that the system with longitudinal control was robust to variations from expected system parameters and wind profile uncertainty. It was also shown that systems with lateral control only are more sensitive to both wind profile and parameter uncertainty, with the strongest sensitivity being to uncertainty in the system lift to drag ratio (L/D) and wind profile uncertainty.

### 9.1 Contributions of this Study

The key contributions of this work to the area of parafoil GNC are

- We show in Chapter 3 that with simple assumptions the motion of a parafoil can be described by a simple three state kinematic model. This model is widely used in the robotics community for path planning. The model also lends itself to the use of geometric methods for guidance and control.
- The reduced order model used for trajectory planning incorporates the change in airspeed and glide path angle that occur in a turn whereas current parafoil GNC algorithms assume the sink rate is constant.
- Using the reduced order model, the trajectory planning problem was cast as a two-dimensional fixed-time problem, in contrast to a three-dimensional free final time problem.
- The guidance algorithm incorporates the user-supplied maximum turn rate to ensure the generated reference trajectories are kinematically feasible.
- The guidance algorithm places no constraint on the maximum wind speed. The algorithm can handle cases where the wind speed exceeds the vehicle airspeed so that the system cannot make forward progress with respect to the ground.
- The altitude margin defined in Chapter 3 can be used to determine if the target is reachable and give a quantitative measure of the amount of excess energy that needs to be dissipated.
- It was shown that using simple measurements that the local wind field could be measured on-board the parafoil system.


### 9.2 Recommendations for Future Work

In the present study, the use of modified Dubins paths restricts the trajectory to have all turns performed using the same turn radius. Allowing the turns to have different radii may be one way to overcome the non-existence of fixed-time paths with a given fixed time in some instances.

Another concept that should be considered is changing the trim value of $L / D$ between a few discrete levels as needed during the flight. In the present study the value of L/D used for planning remains fixed. Allowing this value to change would provide an intermediate capability between systems with both longitudinal and lateral control and those with only lateral control. This may also help overcome the non-existence of fixedtime paths for certain values of the fixed final time, and also give the ability to increase or decrease the altitude margin in-flight.

Finally, though we have shown in the present study that the wind profile can be measured reasonably well at the current altitude of the system, it is difficult or impossible to infer what the perturbation from the a priori assumed profile will be for the remaining portion of the trajectory. Therefore it is unclear how best to use the on-board wind estimation to improve landing accuracy.

## APPENDIX A. THE CONTINUOUS-DISCRETE KALMAN FILTER

In this appendix we present the equations for the continuous-discrete linear Kalman filter. The continuous-discrete formulation of the filter is used to filter a continuous-time process using discrete measurements. We shall follow the development in Ref. (47).

Consider the continuous-time system of linear differential equations given by

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{F} \mathbf{x}+\mathbf{w} \tag{A.1}
\end{equation*}
$$

where $\mathbf{x}$ is the $n \times 1$ state vector, $\mathbf{F}$ is the $n \times n$ system dynamics matrix, and $\mathbf{w}$ is an $n \times 1$ process noise vector. The covariance of the process noise vector is given by

$$
\begin{equation*}
\mathbf{Q}=E\left[\mathbf{w} \mathbf{w}^{T}\right] \tag{A.2}
\end{equation*}
$$

The measurements are defined as a linear combination of the states given by the equation

$$
\begin{equation*}
\mathbf{z}=\mathbf{H x}+\mathbf{v} \tag{A.3}
\end{equation*}
$$

where $\mathbf{z}$ is the $p \times 1$ measurement vector, $\mathbf{H}$ is the $p \times n$ measurement matrix, and $\mathbf{v}$ is a $p \times 1$ measurement noise vector. The covariance of the measurement noise vector is given by

$$
\begin{equation*}
\mathbf{R}=E\left[\mathbf{v v}^{T}\right] \tag{A.4}
\end{equation*}
$$

In practice the measurements are available at discrete instants in time, thus the preceding equations must be discretized before implementing the filter. The sample
time shall be denoted by $T$. The discretization will require the fundamental matrix corresponding to the system dynamics and is defined as

$$
\begin{equation*}
\boldsymbol{\Phi}(t)=\mathcal{L}^{-1}\left[(s \mathbf{I}-\mathbf{F})^{-1}\right] \tag{A.5}
\end{equation*}
$$

where $\mathbf{I}$ is the identity matrix and $\mathcal{L}^{-1}$ is the inverse Laplace transform. The fundamental matrix can also be found by expanding the matrix exponential $e^{(F) t}$ in a Taylor series

$$
\begin{equation*}
\mathbf{\Phi}(t)=\mathbf{I}+\mathbf{F} t+\frac{(\mathbf{F} t)^{2}}{2!}+\cdots+\frac{(\mathbf{F} t)^{n}}{n!}+\cdots \tag{A.6}
\end{equation*}
$$

Once the fundamental matrix is known, the discrete-time state transition matrix can be found by evaluating the fundamental matrix at the sampling time $T$

$$
\begin{equation*}
\mathbf{\Phi}_{k}=\boldsymbol{\Phi}(T) \tag{A.7}
\end{equation*}
$$

The discrete-time measurement equation at the $k^{\text {th }}$ iteration is

$$
\begin{equation*}
\mathbf{z}_{k}=\mathbf{H x}_{k}+\mathbf{v}_{k} \tag{A.8}
\end{equation*}
$$

and the $k^{\text {th }}$ measurement covariance matrix is

$$
\begin{equation*}
\mathbf{R}_{k}=E\left[\mathbf{v}_{k} \mathbf{v}_{k}^{T}\right] \tag{A.9}
\end{equation*}
$$

The filter update equation is given by

$$
\begin{equation*}
\hat{\mathbf{x}}_{k}=\boldsymbol{\Phi}_{k} \hat{\mathbf{x}}_{k-1}+\mathbf{K}_{k}\left(\mathbf{z}_{k}-\mathbf{H} \boldsymbol{\Phi}_{k} \hat{\mathbf{x}}_{k-1}\right) \tag{A.10}
\end{equation*}
$$

where $\hat{\mathbf{x}}$ is the state estimate and $\mathbf{K}_{k}$ is the Kalman gain. The Kalman gain is computed from the matrix Ricatti equations given by

$$
\begin{align*}
\mathbf{M}_{k} & =\boldsymbol{\Phi}_{k} \mathbf{P}_{k-1} \boldsymbol{\Phi}_{k}^{T}+\mathbf{Q}_{k}  \tag{A.11}\\
\mathbf{K}_{k} & =\mathbf{M}_{k} \mathbf{H}^{T}\left(\mathbf{H M}_{k} \mathbf{H}^{T}+\mathbf{R}_{k}\right)^{-1}  \tag{A.12}\\
\mathbf{P}_{k} & =\left(\mathbf{I}-\mathbf{K}_{k} \mathbf{H}\right) \mathbf{M}_{k} \tag{A.13}
\end{align*}
$$

Here, $\mathbf{M}_{k}$ is the covariance of the state estimation error prior to the update, $\mathbf{P}_{k}$ is the covariance of the state estimation error after the measurement update, and $\mathbf{Q}_{k}$ is the discrete process noise matrix computed by

$$
\begin{equation*}
\mathbf{Q}_{k}=\int_{0}^{T} \boldsymbol{\Phi}^{T}(\tau) \mathbf{Q} \boldsymbol{\Phi}(\tau) d \tau \tag{A.14}
\end{equation*}
$$

## APPENDIX B. PROCESS MODELS FOR TRACKING

In this appendix we will present three general process models for tracking applications. The models are known as the White Noise Velocity (WNV) model, the White Noise Acceleration (WNA) model, and the Wiener Process Acceleration (WPA) model (47; 48). We will present the system dynamics matrix, state transition matrix, and process noise matrix for each.

These models are derived by setting a specified derivative of the state equal to zero, or equivalently, by assuming that the signal behaves as a polynomial in time of a certain order.

## White Noise Velocity Model

Let $x$ be the process we are interested in measuring. The White Noise Velocity model assumes the process is given by

$$
\begin{equation*}
x=a_{0} \tag{B.1}
\end{equation*}
$$

where $a_{0}$ is a random constant. To allow for the possibility that $a_{0}$ varies slowly with time and to speed up convergence we model the process as

$$
\begin{equation*}
\dot{x}=v \tag{B.2}
\end{equation*}
$$

where $v$ is a zero-mean, Gaussian distributed random variable, i.e. the 'velocity' of the process is white noise. The state vector is given by

$$
\begin{equation*}
\mathbf{x}=x \tag{B.3}
\end{equation*}
$$

and the system dynamics matrix is given by

$$
\begin{equation*}
\mathbf{F}=0 \tag{B.4}
\end{equation*}
$$

Using A. 6 the discrete fundamental matrix is given by

$$
\begin{equation*}
\boldsymbol{\Phi}_{k}=1 \tag{B.5}
\end{equation*}
$$

The continuous-time process covariance is given by

$$
\begin{equation*}
\mathbf{Q}=\Phi_{s} \tag{B.6}
\end{equation*}
$$

and using A. 14 the discrete process covariance is

$$
\begin{equation*}
\mathbf{Q}_{k}=\Phi_{s} T \tag{B.7}
\end{equation*}
$$

Finally, the measurement and measurement covariance matrices are given by

$$
\begin{gather*}
\mathbf{H}=1 \\
\mathbf{R}_{k}=\sigma_{n}^{2} \tag{B.9}
\end{gather*}
$$

where $\sigma_{n}^{2}$ is the variance of the measurement noise.

## White Noise Acceleration Model

The White Noise Acceleration model assumes the process is given by

$$
\begin{equation*}
x=a_{0}+a_{1} t \tag{B.10}
\end{equation*}
$$

where $a_{0}$ and $a_{1}$ are random constants so that the process is a random ramp. To allow for the possibility that the slope varies slowly with time and to speed up filter convergence we model the process as

$$
\begin{align*}
\dot{x} & =a_{1}  \tag{B.11}\\
\ddot{x} & =v \tag{B.12}
\end{align*}
$$

where $v$ is a zero-mean Gaussian distributed variable, i.e. the 'acceleration' of the process is white noise. The state vector is given by

$$
\mathbf{x}=\left[\begin{array}{l}
x  \tag{B.13}\\
\dot{x}
\end{array}\right]
$$

and the system dynamics matrix is given by

$$
\mathbf{F}=\left[\begin{array}{ll}
0 & 1  \tag{B.14}\\
0 & 0
\end{array}\right]
$$

Using Eq. A. 6 the discrete fundamental matrix is given by

$$
\mathbf{\Phi}_{k}=\left[\begin{array}{ll}
1 & T  \tag{B.15}\\
0 & 1
\end{array}\right]
$$

The continuous time process noise covariance is given by

$$
\mathbf{Q}=\Phi_{s}\left[\begin{array}{ll}
0 & 0  \tag{B.16}\\
0 & 1
\end{array}\right]
$$

and using Eq. A. 14 the discrete process covariance is

$$
\mathbf{Q}_{k}=\Phi_{s}\left[\begin{array}{cc}
\frac{T^{3}}{3} & \frac{T^{2}}{2}  \tag{B.17}\\
\frac{T^{2}}{2} & T
\end{array}\right]
$$

Finally, the measurement and measurement covariance matrices are

$$
\begin{gather*}
\mathbf{H}=\left[\begin{array}{ll}
1 & 0
\end{array}\right]  \tag{B.18}\\
\mathbf{R}_{k}=\sigma_{n}^{2} \tag{B.19}
\end{gather*}
$$

where $\sigma_{n}^{2}$ is the variance of the measurement noise.

## Wiener Process Acceleration Model

The Wiener Process Acceleration model assumes that the process is given by

$$
\begin{equation*}
x=a_{0}+a_{1} t+a_{2} t^{2} \tag{B.20}
\end{equation*}
$$

where $a_{0}, a_{1}$, and $a_{2}$ are random constants so that the process is parabolic. We model the process as

$$
\begin{align*}
\dot{x} & =a_{1}+a_{2} t  \tag{B.21}\\
\ddot{x} & =a_{2}  \tag{B.22}\\
\dddot{x} & =v \tag{B.23}
\end{align*}
$$

where $v$ is a zero-mean Gaussian distributed variable, i.e. the 'acceleration' of the process is a Wiener process. The state vector is given by

$$
\mathbf{x}=\left[\begin{array}{c}
x  \tag{B.24}\\
\dot{x} \\
\ddot{x}
\end{array}\right]
$$

and the system dynamics matrix is given by

$$
\mathbf{F}=\left[\begin{array}{lll}
0 & 1 & 0  \tag{B.25}\\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right]
$$

Using Eq. A. 6 the discrete fundamental matrix is given by

$$
\boldsymbol{\Phi}_{k}=\left[\begin{array}{ccc}
1 & T & 0.5 T^{2}  \tag{B.26}\\
0 & 1 & T \\
0 & 0 & 1
\end{array}\right]
$$

The continuous time process noise covariance is given by

$$
\mathbf{Q}=\Phi_{s}\left[\begin{array}{lll}
0 & 0 & 0  \tag{B.27}\\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

and using Eq. A. 14 the discrete process covariance is

$$
\mathbf{Q}_{k}=\Phi_{s}\left[\begin{array}{ccc}
\frac{T^{5}}{20} & \frac{T^{4}}{8} & \frac{T^{3}}{6}  \tag{B.28}\\
\frac{T^{4}}{8} & \frac{T^{3}}{3} & \frac{T^{2}}{2} \\
\frac{T^{3}}{6} & \frac{T^{2}}{2} & T
\end{array}\right]
$$

Finally, the measurement and covariance matrices are

$$
\mathbf{H}=\left[\begin{array}{lll}
1 & 0 & 0 \tag{B.29}
\end{array}\right]
$$

$$
\begin{equation*}
\mathbf{R}_{k}=\sigma_{n}^{2} \tag{B.30}
\end{equation*}
$$

where $\sigma_{n}^{2}$ is the variance of the measurement noise.

## APPENDIX C. UNBIASED POLAR-TO-CARTESIAN CONVERSION

In this appendix we present a method to convert polar coordinates that are corrupted by zero-mean noise to Cartesian coordinates. It was shown by Lerro and Bar-Shalom in Ref. (44) that the using the standard polar-to-Cartesian transformation with noisy measurements leads to a bias in the mean of the output and errors in the covariance matrix of the transformed variables. We follow the approach in (45) to prove the existance of the bias and show that it is multiplicative in nature. We then present the unbiased measurement conversion of Ref. (46).

Consider the familiar polar-to-Cartesian conversion

$$
\begin{align*}
& x=r \cos \psi  \tag{C.1}\\
& y=r \sin \psi \tag{C.2}
\end{align*}
$$

Suppose that the measurements of $r$ and $\psi$ contain additive noise. Let the measured quantities be

$$
\begin{align*}
r_{m} & =r+\tilde{r}  \tag{C.3}\\
\psi_{m} & =\psi+\tilde{\psi} \tag{C.4}
\end{align*}
$$

where we assume that $\tilde{r}$ and $\tilde{\psi}$ are independent and zero-mean (i.e. $E[\tilde{r}]=E[\tilde{\psi}]=0$ ). The standard measurement conversion uses the noisy measurements in Eqs. C. 1 and
C. 2 to calculate the Cartesian quantities, i.e.

$$
\begin{align*}
x_{m} & =r_{m} \cos \psi_{m}=(r+\tilde{r}) \cos (\psi+\tilde{\psi})  \tag{C.5}\\
y_{m} & =r_{m} \sin \psi_{m}=(r+\tilde{r}) \sin (\psi+\tilde{\psi}) \tag{C.6}
\end{align*}
$$

Expanding the right hand side we have

$$
\begin{align*}
& x_{m}=r \cos \psi \cos \tilde{\psi}-r \sin \psi \sin \tilde{\psi}+\tilde{r} \cos \psi \cos \tilde{\psi}-\tilde{r} \sin \psi \sin \tilde{\psi}  \tag{C.7}\\
& y_{m}=r \sin \psi \cos \tilde{\psi}+r \cos \psi \sin \tilde{\psi}+\tilde{r} \sin \psi \cos \tilde{\psi}+\tilde{r} \cos \psi \sin \tilde{\psi} \tag{C.8}
\end{align*}
$$

At this point we can go no further without making assumptions about the probability distribution function (pdf) of the angle measurement noise $\tilde{\psi}$. The analysis that follows will assume that the probability distribution is symmetric. In this case, $E[\sin \tilde{\psi}]=0$. Taking expectations of both sides we have

$$
\begin{align*}
E\left[x_{m}\right] & =r \cos \psi E[\cos \tilde{\psi}]  \tag{C.9}\\
E\left[y_{m}\right] & =r \sin \psi E[\cos \tilde{\psi}] \tag{C.10}
\end{align*}
$$

It is clear that if $E[\cos \tilde{\psi}] \neq 1$ there is a bias in the converted measurement and the bias is multiplicative.

The unbiased converted measurement is given by

$$
\begin{align*}
x_{m_{u}} & =\lambda^{-1} r_{m} \cos \psi_{m}  \tag{C.11}\\
y_{m_{u}} & =\lambda^{-1} r_{m} \sin \psi_{m} \tag{C.12}
\end{align*}
$$

where

$$
\begin{equation*}
\lambda=E[\cos \tilde{\psi}] \tag{C.13}
\end{equation*}
$$

The elements of the covariance matrix of the converted measurements were shown in

| Quantity | $\tilde{\psi}$ Gaussian Distributed | $\tilde{\psi}$ Uniformly Distributed on $[-a, a]$ |
| :--- | :---: | :---: |
| $E[\cos \tilde{\psi}]$ | $e^{-\sigma_{\psi}^{2} / 2}$ | $\frac{\sin a}{a}$ |
| $E[\cos 2 \tilde{\psi}]$ | $e^{-2 \sigma_{\psi}^{2}}$ | $\frac{\sin 2 a}{2 a}$ |

Table C. 1 Parameters required to compute the unbiased measurement conversion for cases where $\tilde{\psi}$ is uniformly and Gaussian distributed.

Ref. (46) to be

$$
\begin{align*}
\mathbf{R}_{11} & =\operatorname{var}\left(x_{m_{u}} \mid r_{m}, p s i_{m}\right) \\
& =-\lambda^{2} r_{m}^{2} \cos ^{2} \psi_{m}+\frac{1}{2}\left(r_{m}^{2}+\sigma_{r}^{2}\right)\left(1+\lambda^{\prime} \cos 2 \psi_{m}\right)  \tag{C.14}\\
\mathbf{R}_{22} & =\operatorname{var}\left(y_{m_{u}} \mid r_{m}, \psi_{m}\right) \\
& =-\lambda^{2} r_{m}^{2} \sin ^{2} \psi_{m}+\frac{1}{2}\left(r_{m}^{2}+\sigma_{r}^{2}\right)\left(1-\lambda^{\prime} \cos 2 \psi_{m}\right)  \tag{C.15}\\
\mathbf{R}_{12} & =\operatorname{cov}\left(x_{m_{u}}, y_{m_{u}} \mid r_{m}, p s i_{m}\right) \\
& =-\lambda^{2} r_{m}^{2} \sin \psi_{m} \cos \psi_{m}+\frac{1}{2}\left(r_{m}^{2}+\sigma_{r}^{2}\right) \lambda^{\prime} \sin 2 \psi_{m} \tag{C.16}
\end{align*}
$$

where

$$
\begin{equation*}
\lambda^{\prime}=E[\cos 2 \tilde{\psi}] \tag{C.17}
\end{equation*}
$$

The values of $\lambda$ and $\lambda^{\prime}$ are given for the case where $\tilde{\psi}$ has uniform and Gassian distributions in Table C.1.

## APPENDIX D. THE UNSCENTED TRANSFORMATION

The unscented transformation provides a means to approximate the mean and covariance of a random variable that undergoes a nonlinear transformation. It can be shown that the unscented transformation approximates the true mean and covariance up to third order (49).

Consider an $n$-element vector $\mathbf{x}$ with a known mean $\overline{\mathbf{x}}$ and covariance $\mathbf{P}$. We wish to find the mean and covariance of $\mathbf{y}$, denoted as $\overline{\mathbf{y}}_{u}$ and $\mathbf{P}_{u}$, where $\mathbf{y}$ is given by

$$
\begin{equation*}
\mathbf{y}=h(\mathbf{x}) \tag{D.1}
\end{equation*}
$$

The so-called sigma point vectors $\mathbf{x}^{(i)}$ are formed as follows:

$$
\begin{equation*}
\mathbf{x}^{(i)}=\overline{\mathbf{x}}+\tilde{\mathbf{x}}^{(i)} \quad i=1, \ldots, 2 n \tag{D.2}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{\mathbf{x}}^{(i)} & =(\sqrt{n \mathbf{P}})_{i}^{T} \quad i=1, \ldots, n  \tag{D.3}\\
\tilde{\mathbf{x}}^{(n+i)} & =-(\sqrt{n \mathbf{P}})_{i}^{T} \quad i=1, \ldots, n \tag{D.4}
\end{align*}
$$

Here, $\sqrt{n \mathbf{P}}$ is the square root of $n \mathbf{P}$ so that $(\sqrt{n \mathbf{P}})^{T} \sqrt{n \mathbf{P}}=n \mathbf{P}$ and $(\sqrt{n \mathbf{P}})_{i}$ is the $i$ th row of $\sqrt{n \mathbf{P}}$. The sigma points are then transformed as follows:

$$
\begin{equation*}
\mathbf{y}^{(i)}=h\left(\mathbf{x}^{(i)}\right) \quad i=1, \ldots, n \tag{D.5}
\end{equation*}
$$

The mean and covariance of $\mathbf{y}$ are then approximated by

$$
\begin{equation*}
\overline{\mathbf{y}}_{u}=\frac{1}{2 n} \sum_{i=1}^{2 n} \mathbf{y}^{(i)} \tag{D.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{P}_{u}=\frac{1}{2 n} \sum_{i=1}^{2 n}\left(\mathbf{y}^{(i)}-\overline{\mathbf{y}}\right)\left(\mathbf{y}^{(i)}-\overline{\mathbf{y}}\right)^{T} \tag{D.7}
\end{equation*}
$$
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